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Abstract

In this thesis, I investigate the possibilities of using contextualised word embedding
vectors and Transformers in Argumentation Mining. I propose a model that uses only
sentence-level embedding vectors. Therefore, eliminating the token level features, this
model uses only sentence-level features, therefore, can be trained as a feed-forward
network for argument classification problems. The experiment is tested on the ar-
gument component classification and argument relation detection subtasks of Argu-
mentation Mining, achieving better performance on relation detection than the current
state-of-the-art. Moreover, I show that Transfer Learning using Transformers can be
applied in Argumentation Mining problems with competitive performance. Using the
novel models described in the thesis, I built a pipeline architecture tool to perform Ar-
gumentation Mining tasks on the general text. The output of this tool is an annotation
file in a format that is available for the most used Argumentation Mining corpora.
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Chapter 1

Introduction

Argumentation is an irreplaceable part of everyday human communication. It is part
of the written and the spoken language. Argumentation can be a monologue, a written
paper of reasons to convince general readers, or it can be a dialogue between arguing
parts. The goal of the argumentation is to convince the opponent(s) to accept the
arguer’s view on a certain questionable statement. The method of argumentation is to
derive a conclusion from premises that are acceptable by everyone.

Argumentation Mining (AM) is part of the research field of natural language pro-
cessing (NLP) that focuses on identifying and analysing the arguments in a general
text. Argumentation Mining is in close connection with other essential parts of Arti-
ficial Intelligence research, such as information retrieval and validation [CT15], legal
counselling [PM09], policy-making [SKPK15] and debating technologies [LBH+14,
RDP+15].

The argumentation mining process can be separated into several subtasks. The goal
of argument component identification is to separate argumentative parts of the natural
text from non-argumentative parts [MBPR07, FKKK13, LBH+14, GLPK14, SG14b,
SG17]. The argument component classification aims to decide whether a proposition
is a premise or a claim [PM09, RWB12, SG14a]. The argument connection detection

investigates the relation between argument components, identify if one supports or
attacks the other or not even related to it [WEK12, SG14a, Mil17, LR15].

The high-level argumentation mining subtasks operate with multiple argument com-
ponents and try to give a global overview of the argumentation. The argumentative

structure determination aims to build an argument tree from the components [LRM+14,
LR15] and scheme structure selection aims to identify commonly used argumentation
patterns in the argument structures [Wal12, FH11, LR15].

10
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One of the key challenges of argumentation mining is that building an argumen-
tation corpus requires well-trained annotators. Unlike many fields of science driven
by machine learning, such as computer vision, argumentation mining does not have
thousands of publicly available data. Building an argumentation corpus requires not
only human power but a selection of annotation protocol. Unfortunately, there is no
clear, generally accepted annotation for argumentation, therefore the publicly available
corpora use several different formats.

Building general argumentation mining corpora faces not only technical difficulties
but natural ones as well. As argumentation is a key part of human communication, it
has many different ways to take place, from persuasive essays [SG17] to (presidential)
debates [VKD+19], to internet forum argumentative posts [AEAW16]. The thesis does
not engage with building a new corpus but uses existing corpora.

Recently, a study has attempted to bring closer the available corpora by making a
Unified Format and a parser for several existing corpora [Mil17]. This study set out to
investigate the usefulness of this Unified Corpus Format and the generalisability of the
available corpus, models built on them.

This research also examines the possible role of Transformers [VSP+17, DCLT18,
HR18] in the context of Argumentation Mining. Transformers are recent development
of text mining and it is proven to have an emerging role in many fields of natural
language processing.

This study is unable to encompass every subtask of argumentation mining and it
focuses on argument component classification and argument connection detection.

The dissertation has been organised in the following way. The next chapter of this
study summarises the theoretical background of argumentation. Chapter 3 provides
a short overview of neural networks, the embedding vectors and entirely embedding
based transfer learning models. Chapter 4 gives a brief history and overview of the
related works. Chapter 5 introduces the corpora used in this experiment. Chapter
6 is concerned with the methodology used for this study. Chapter 7 describes the
results of the experiments and Chapter 8 analyses them. Finally, Chapter 9 points out
unanswered questions for future work.



Chapter 2

Background: Argumentation theory

Argumentation is part of the human language and maybe as old as it is. However, the
investigation of arguments, good arguments, the argumentation theory is started with
the ancient Greek philosophers from the 6th century B.C. Aristotle’s logic is the first
known work which defines the theory of logical reasoning and argumentation [Smi00].

Missimer describes argumentation as a method to prove a point to an opponent
[Mis95]. The point called a claim. The process of the argumentation is to support the
claim through logical reasoning, giving supporting pieces of evidence and inference
relations to convince that the claim is a legitimate conclusion of the provided reasons.

2.1 Argument structures

On micro-level, arguments can be represented in a directed graph, where nodes are the
propositions and the edges are the relations between them [Edw08, Gov13].

There are two types of propositions: a claim is the conclusion of an argument and
a premise provides a reason to accept the relevant claim. More complex argumentation
can contain multiple premises and claims connected in a tree. Some representation
distinguish a third type for the final conclusion of the argumentation (also known as
major claim [SG17]). Due to the multiple different argumentation models and repre-
sentations, many different types and names can occur. Figure 2.1 shows an example of
a basic argument containing two propositions.

There are two basic types of relations between propositions: in a support relation
a supporting premise gives a reason to believe in the related claim; in a attack relation
the premise contains evidence against the claim. More complex models can introduce
different support and attack types based on the method used in the argument.

12



2.1. ARGUMENT STRUCTURES 13

Figure 2.1: A basic argument

Figure 2.2: Argument structures

The simplest argument contains two connected nodes, however, there are more
complex relations, represented in different ways in different argumentation theory
models. Figure 2.2 shows basic argument structures. These structures are from dif-
ferent theories and still discussed among argumentation theorists [Mil17].

In the argument 2.2 (b), the convergent argument structure can be represented as
two basic arguments (A→ C and B→ C), simultaneously in the (c) argument, the
complex divergent argument can be represented as two (A→ B and A→C). However,
in the serial argument type (e), the proposition B has two different purposes if we try
to represent it as a sum of basic arguments. In case of A→ B, it is a claim, meanwhile
in B→C, it is a premise.

This case is handled differently in many representations. For example, Monroe
used multi-labelling (premise and claim at the same time) [Mon54], Govier used main

claim for the final C node [Gov13], and subclaim for B and Cohen used only one
claim for the final conclusion of the argumentation and handled everything else as a
premise[Coh87]. In this paper, ArguE’s representation is followed [Mil17], based on
the model introduced by Freeman [Fre11]. In this model, every complex argument is



14 CHAPTER 2. BACKGROUND: ARGUMENTATION THEORY

represented as a sum of basic 2-proposition argument, therefore the serial argument in
the Figure 2.2 e) now has two arguments and the node B is a claim in the first one and
a premise in the second one.

2.2 Argument Scheme Structures

Argumentation schemes are typical argument structures used in everyday life. These
schemes contain patterns that can be helpful in argumentation theory. Identifying com-
monly used patterns can help when it comes to detecting the purpose of the arguments
and the types of relations.

Walton et al. introduced 96 argumentation schemes aiming to cover most of the
commonly used arguments of everyday communication [WRM08]. The following is
an example scheme called Argument from Expert Opinion.

2.2.1 Argument from Expert Opinion

The Expert Opinion is a subtype of a more general scheme for the argument from po-
sition to know. The third-party expert has an opinion that the non-expert party of the
dialogue wants to use as a piece of supporting evidence to the conclusion. This party
refer to the source and usually the non-expert opponent respects the expert’s opinion,
however, Walton points out that the source may not be omniscient. The original de-
scription of the argument scheme from Walton et al:

Major Premise Source E is an expert in subject domain S containing proposition A.

Minor Premise E asserts that proposition A (in domain S) is true / false.

Conclusion A may plausibly be taken to be true / false.

A well-known example of the expert opinion is when in documentaries, the cast
interview acknowledged scientist to talk about the topic: ”(Interviewer): John Smith is
a computer scientist in the University of Manchester. (John Smith): Understanding Ar-
gumentation Mining is necessary to build a General Artificial Intelligence. (Narrator):
Argumentation Mining is important for Artifical Intelligence.”
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2.2.2 Argument from Sign

The Argument from Sign type of argument scheme is based on the Major Generalisa-
tion Premise. The generalisation says that if A statement is true, then usually, B is also
true.

There could be another explanation, but in the absence of it, since the best expla-
nation is the generalisation, the hypothesis is that it is true.

Minor Premise Given data represented as statement A is true in this situation.

Major (Generalisation) Premise Statement B is generally indicated as true when its
sign, A, is true, in this kind of situation.

Conclusion Therefore, B is true in this situation.

An example of this argument is: ”A metal is orange because it is melting. That
metal is orange, therefore it is hot.” The case might be that it is pained in orange but
melting is the usual case.

2.2.3 Appeal to Popular Opinion

The idea of the Appeal to Popular Opinion scheme is that if a large majority of people
accepts A as true, then we can assume that A is true.

A large majority accepts A as true

Therefore, there exists a presumption in favour of A.

A good example of this is the movie rating systems, like IMDb1. If a large majority
of the viewers accept a movie as a good movie, then it is categorised as a good movie
in the database of IMDb.

1imdb.com

imdb.com


Chapter 3

Background: Neural Networks in NLP

This chapter covers a summary of the basics of neural networks used in the experi-
ment. For information about Transformers and BERT, see Section 3.4-3.6. The first
sections covering the basics of neural networks are based on the Deep learning in neu-

ral networks: An overview by Schmidhuber [Sch15] and the course textbook of the
class COMP61011 at the University of Manchester by Brown 1.

3.1 Feedforward neural network

The simplest feedforward neural network is the perceptron. The perceptron model
uses the discriminant function to generate a decision boundary to solve classification
problems with any number of features. The discriminant function is:

f (x) =
d

∑
i=1

wixi−b = wT x−b

where i is the ith feature of the input, w is the weight of the model and d called di-
mension, the number of features. The perceptron decision rule is a binary classifier,
for any given x, if f (x)> 0 the model predicts ŷ = 1 class, otherwise ŷ = 0 class. The
aim of the algorithm called learning algorithm is to find the best w,b parameters for
the function to fit the data samples.

While the perceptron model predicts a concrete class as an output based on the
input features of the given sample, the Logistic Regression model predicts a probability

1http://syllabus.cs.manchester.ac.uk/pgt/2018/COMP61011/
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3.1. FEEDFORWARD NEURAL NETWORK 17

Figure 3.1: Basics of feedforward neural networks
a) perceptron, b) two-layer perceptron, c) multi-layer network

for the classes. For this, the model is redefined to have the sigmoid function:

f (x) =
1

1+ e−(wT x−b)

To measure the performance of the model, how good a given ŷ = 0.912 probability
for an expected y = 1, the cross-entropy loss function is used:

L( f (x),y) =−{y log f (x)+(1− y) log(1− f (x))}

The E error function sums up the cross-entropy losses for every data sample to de-
termine the model’s performance, E = ∑i L( f (xi),yi). The gradient descent algorithm
is a method to find the best w,b parameters by updating them in the direction of the
negative gradient of the E error function [Had08].

A neural network is logistic regression units connected together. From one regres-
sion’s output comes the input of the next one. The most well known learning algorithm
to update the W,B parameters (where W contains the w parameter for every regression
unit) is called back-propogation, which updates a multi-layer perceptron backwards
[Kel60]. Figure 3.1 shows an example of logistic regression a) and two more complex
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neural networks.

3.1.1 Dropout

In many cases, we train a model using a training dataset (tune the w,b parameters),
however, we want to use the model to predict y for a new input not represented in the
training set. When a model performs well on the training set but predicts incorrectly
the new inputs, we say that the model is overfitting, it learnt too much to lose the
generality of itself.

Dropout is a technique to prevent neural networks from overfitting [SHK+14]. The
idea is to exclude some random hidden units from every training step (e.g. remove h21
from Figure 3.1 in one step, h23 in another). The always-changing model reduces the
chance of overfitting.

3.2 Recurrent neural network

A recurrent neural network (RNN) is suited for modeling sequential phenomena. Com-
pared to the fully connected network, a RNN’s ht unit vector is calculated using its
neighbour unit (ht−1) and the corresponding input unit xt using the formula:

ht = f (Wxt +Uht−1 +b)

In theory, ht can store all the information from the previous states, however, operating
with long-range sequences can cause vanishing/exploding gradients [BSF94]. Figure
3.2 illustrates a simple RNN network using a sentence sequence separated by words.

Bidirectional recurrent neural networks use backward states as well as forwards
[SP97]. They have a positive and negative direction update of the weights in the same
step.

3.2.1 LSTM

Long short-term memory (LSTM) is an upgraded version of a recurrent neural net-
work [HS97]. One step of a LSTM unit needs inputs xt ,ht−1,ct−1 and produces ht

and ct , where x and h represent input and hidden state respectively as in the previous
section and c is a memory cell vector. To calculate ht and ct , a series of intermediate
calculations takes place. it , ft , ot are referred to as input, forget, and output gates. See
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Figure 3.2: Basics of recurrent neural networks
3 units network with sequence input ’It is good’.

Figure 3.3: The inside of an LSTM neuron
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visualisation and parameters in Figure 3.32. The calculations are:

it = σ(W ixt +U iht−1 +bi)

ft = σ(W f xt +U f ht−1 +b f )

ot = σ(W oxt +Uoht−1 +bo)

gt = tanh(W gxt +Ught−1 +bg)

ct = ft� ct−1 + it�gt

ht = ot� tanh(ct)

where σ(·) and tanh(·) are the element-wise sigmoid and hyperbolic tangent functions,
� is the element-wise multiplication operator. At t = 1, h0 and c0 are initialized to
zero vectors. Learning parameters of the LSTM are W j , U j, b j for j ∈ i, f ,o,g.

3.3 Word representations in NLP

The year 2018 is referred as an ImageNet moment in Natural Language Processing
(NLP) because in this year multiple large language modelling networks were published
and researchers start to use them in transfer learning methods such as ImageNet is used
in computer vision.

3.3.1 One-hot word representation

To process a word in a machine learning model it has to be represented numerically.
The first approach of this is to represent every character in a one-hot vector of the
alphabet or to represent every word as a one-hot vector of the dictionary.

One the one hand, using the one-hot representation of the characters with the En-
glish alphabet, every character is represented in a 26 long vector where every element
is 0 except the character, where it is a 1. This representation assigns a numerical vec-
tor to every word, however, the length of the words are different and many machine
learning algorithm cannot handle it either.

On the other hand, the one-hot representation of the dictionary assigns the same
length vector to every word. But, if we use a large English word dictionary, the rep-
resentation of a single word will be a large vector. However, if we use a smaller

2Visualisation and more: http://colah.github.io/posts/2015-08-Understanding-LSTMs/

http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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(a) Character-level One-hot

(b) Word-level One-hot

Figure 3.4: One-hot representation of the word baby in the two different way

dictionary, there is a possibility that a future word will not be in the dictionary, thus we
cannot assign a vector to it.

Figure 3.4 shows the difference between the two way of one-hot representation of
the words in the English alphabet.

3.3.2 Word embedding

Alongside with the trivial problems stated in the previous section, these word represen-
tations do not have special nature scientists require from the model, whereas, the word
representation should represent semantically close words close to each other in the vec-
tor space. Mikolov et al. showed that this can be achieved and introduced word2vec a
word embedding that can represent the relation between similar words [MSC+13].

Word2vec is trained using one of two methods to produce embedding vectors:
Common Bag Of Words (CBOW) and Skip Gram. CBOW uses the context of a word as
input and tries to predict the right word according to the context. For example, if we
have the sentence The sky is blue.”, we want to predict the word sky in context of the
words the, is, blue. A similar sentence is ”The sea is blue.”, therefore, the embedding
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Figure 3.5: CBOW model example with the The sky is blue sentence

vectors of the two words sky and sea are relatively close to each other. The Skip Gram
method is the reverse of CBOW. Here, the input is a single word and the target is to
predict the relevant context.

The training of a word2vec model requires a large corpus with multiple occurrences
of every word to represent them correctly. Using CBOW with c neighbour words, the
input of the model is the c words one-hot encoded representation and the output is a
softmax prediction of the most probable words. Where is the embedding vector? The
Skip Gram method’s hidden layer’s numerical values represent the word. Figure 3.5
shows the CBOW architecture, the Skip Gram’s architecture is the reverse of it.

A word2vec model represents a word with a single set of vectors, therefore, it does
not have different values depending on the context. It finds the best vector to fit all the
occurrences of the word. See the next section for contextualised embedding vectors.

Jay Alammar wrote a great summary about illustrated word2vec3. The following
paragraph is based on his work. The model used here is from the official word2vec
website4, pre-trained in a 3 billion words Google News corpus where each word is

3See at (Accessed: 19th April, 2019): https://jalammar.github.io/illustrated-word2vec
4See at https://code.google.com/archive/p/word2vec/

https://jalammar.github.io/illustrated-word2vec
https://code.google.com/archive/p/word2vec/


3.3. WORD REPRESENTATIONS IN NLP 23

represented in a 300 dimension vector.

If we try to visualise a single word2vec vector, we cannot see any features, but if
we compare multiple words, we can observe similarities. In 3.6, we can see an image
representation of the vectors for 8 words. The first word, apple is different from the
other seven, which represent humans. If we look at the images, we can see a lighter
line at the 42th column. Could it be the representation of human? The queen and king

words share a similar dark cell at 2x46, does this show royalty?

If we try to reconstruct the word king from queen by changing its woman-likeliness
to man, we get the 8th image. It is similar to the original king, but not the same. Is it the
most similar word in the dictionary? The gensim5 python package, used to work with
the word2vec data comes with a function, that answers this question. Figure 3.7 shows
that the king is truly the most similar word, as we expected (from the 500000 most
frequent word in the dictionary). Another good example, if we want to know, what
has the same relationship as police and policeman, if we use the word ambulance. The
answer is paramedic.

These examples prove that word2vec embedding stores the relationship between
the words.

3.3.3 Contextualised word embedding

However, a word itself does not always have the same meaning. For example lap can
be a noun or a verb, with multiple meanings. Do decide which meaning has to be
used, humans use the context of the word. Hence, the idea of contextualised word
embedding.

In 2017, NLP researchers started to work on a word embedding, which uses not
only the word but the sentence to determine the meaning of the word. [PABP17,
MBXS17, PNI+18].

The first contextualised embedding model, ELMo (Embeddings from Language
Models) uses bi-directional LSTM models pre-trained to solve various tasks using
sentence-level context [PNI+18]. The idea behind ELMo is that it is trained to solve
a problem called Language Modelling. Language Modelling aims to predict the next
word in the sentence using the previous words. The bi-directional model means that
it not only tries to predict the next word but the previous word as well. ELMo can
be trained using a large number of general text corpora and the authors showed that

5See at https://radimrehurek.com/gensim/

https://radimrehurek.com/gensim/
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Figure 3.6: Word2vec vectors visualised in a 5x60 grayscale image

Figure 3.7: Words similar to queen−woman+man



3.4. TRANSFORMERS 25

it can be used as a pre-trained component in various NLP problems such as question
answering, textual entailment, semantic role labelling, coreference resolution, named
entity recognition and sentiment analysis.

3.4 Transformers

In 2017, sequence-to-sequence architecture was introduced and based on it, transform-
ers became popular models in NLP [VSP+17].

3.4.1 Sequence-to-sequence models

A sequence-to-sequence (seq2seq) architecture transforms a given sequence input to
another sequence output. It is used in machine translation to translate text from a lan-
guage to another [CVMBB14, SVL14], in question answering [YHG+16]. It also per-
forms comparably well to RNN’s in simpler problems such as hyphenation [Nem18].
As sequence data has no discrete length, the common practice to mark the beginning
and the ending of the sequence with additional characters, tokens to notify the machine
to terminate the program. The terminology used here is [CLS] token signals the start
of a sequence and [SEP] signals the end of a sequence. Therefore the sentence This is

a nice sentence. modifies to [CLS] This is a nice sentence. [SEP] in the preprocess-
ing phase of the work. Other works also use [START] and [STOP] tokens or ˆ and $
characters.

A sequence-to-sequence model consists of two separate LSTM based models. These
are called Encoder and Decoder. Both LSTM networks take a sequence as input and
another sequence as output. The encoder LTSM network’s input sequence is the input
sentence. Its output sequence is not used, only the hidden states of the LSTM vector.
They are fed into the decoder network as its hidden states. The encoder network’s
tasks are different in the training phase and the prediction phase.

In the training phase, the decoder network’s input is the target sequence, starting
with the [CLS] token, and the output is the target sequence as well, ending with a [SEP]
token. In the prediction phase, using the encoder’s hidden states as context, the decoder
generates a sequence starting from the [CLS] token, adding the predicted tokens to its
input. This token generating step is repeated until a [SEP] token signals the end of the
generated sequence (or it reaches the defined token limit).
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Figure 3.8: Sequence to sequence model architecture
a) training phase, b) prediction phase
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3.4.2 Attention

A Transformer model differs from a sequence-to-sequence model in a way that the en-
coder and decoder networks use LSTM modules but attention based ones [VSP+17].
While the LSTM unit only sees the neighbours’ states, the attention has a global func-
tion to reflect every token of the sequence:

Attention(Q,K,V ) = so f tmax(
QKT
√

dk
)V

Where Q is the query matrix, a vector representation of one word in the sequence,
K is a matrix of all the keys (a vector representation of all the words in the sequence).
And V is the value, a representation of a word. dk is the dimension of the keys. Here,
the q = so f tmax(QKT

√
dk
) is how the Q word affects all the keys. And the attention qV is

how Q in the context of K modifies the word V .
In the original paper, there are three different attention layer. The encoder-decoder

attention Q queries come from the decoder while the K and V keys and values from
the encoder. This shifts the information from the encoder to the decoder in the same
way as the LSTM network’s hidden states in the previous seq2seq model.

Both the encoder and the decoder has a self-attention layer. It has all the Q,K,V

data from the same encoder or decoder unit and has the same word as Q and V .
This Multi-Head Attention layer is the key part of the Transformer model’s encoder

and decoder, built with additional feed-forward layers [VSP+17]. Figure 3.9 is the
original image of the Transformer architecture described by Vaswani et al.

3.5 BERT

BERT: Bidirectional Encoder Representations from Transformers is a language repre-
sentation model based on the architecture described in the previous section [DCLT18].
The parameters of BERT are L, the number of Transformer blocks, H the hidden size
(dk in the previous section) and the number of self-attention heads, A. There are two
model sizes used in the original paper, BERTBASE: L = 12, H = 768, A = 12, Total
Parameters: 110M and BERTLARGE: L = 24, H = 1024, A = 16, Total Parameters:
340M. In this experiment, the BERTBASE is used, therefore, using the BERT embed-
ding vectors, a word is represented in a 768 length vector.

BERT is designed to be a pre-trained model that can be fine-tuned with just one
additional output layer for a specific task such as question answering.
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Figure 3.9: The Tranformer - model architecture
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3.5.1 Masked LM

For pre-training BERT, the authors introduced two novel unsupervised tasks. The first
one is called Masked Language Modelling (MLM). During the preparation, a percent-
age (15%) of the tokens are masked out randomly, and the goal of the algorithm is to
predict only those masked tokens. This method is also called as Cloze [Tay53]. The
final hidden vectors of the masked tokens are fed into an output softmax and becomes
embedding vectors. For example, if we mask out the word nice in the sentence: This

is a nice sentence., the masked sentence is: This is a [MASK] sentence.

3.5.2 Next Sentence Prediction

The second task of the pre-training of BERT is the next sentence prediction. This is
important for many natural language processing problems, where the task is to deter-
mine the relationship between sequences, such as question answering or the argument
connection detection problem. The next sentence task, like the MLM task, is easily
generated from a natural text corpus. For every sentence pair A and the following sen-
tence B, the preparation algorithm creates an AB−Y ES and an AC−NO data sample.
where the logical unit answers the question ’Is B following A?’. For example:

[CLS] My name is Gergely. [SEP] What is your name? [SEP]

has the label IsNext and

[CLS] My name is Gergely. [SEP] This is a nice sentence.[SEP]

has the label NotNext. Of course, in the training process, some of the words are masked
out because of the other task.

The final pre-trained models achieve a 97%-98% accuracy on this simple task.

3.5.3 Pre-Training

The BERT models were trained on a concatenated corpora of the BooksCorpus (800M
words [ZKZ+15] and the English Wikipedia (2,500M words). BERT was trained on 4
Cloud TPUs and took 4 days to complete.

3.6 Transfer Learning

Transfer Learning is a machine learning technique where a model trained for one pur-
pose is reused for a second, related, task. Transfer learning is a widely used technique
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Figure 3.10: Transfer learning with VGG16

in Computer Vision due to the large available data and well-performing pre-trained
models. Recently, natural language processing also achieved a state where models
pre-trained in general data are useful for specific tasks.

These pre-trained models usually trained on a large dataset. The training may take
days or weeks on a high-end machine but the final model can be used by users with
less computational power.

A good example of Transfer Learning is using the ImageNet trained models for a
specific image classification problem. ImageNet is a hierarchically structured image
database containing more than fourteen million images classified into almost twenty-
two thousand category [DDS+09].

As ImageNet became a commonly used dataset to train and evaluate image recog-
nition models, most state-of-the-art model’s publication comes with pre-trained Ima-
geNet weights and its scores in the 1000-class ImageNet challenge [RDS+15]. There-
fore, if someone wants to use a pre-trained image classification model for transfer
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learning, one has many options, such as ResNet [HZRS16], VGG-16 [SZ14] and Mo-
bileNet [HZC+17]. As of today, Keras contains 20 different image classification mod-
els with pre-trained ImageNet weights6.

Figure 3.10 illustrates a standard method of transfer learning is using a pre-trained
image classification model. The input images are fed into a VGG model, a few feed-
forward layers are added at the end of the network and it is trained with the specific
task’s image dataset. Image Transfer Learning is used in medicine for detecting brain
or skin diseases [KBH16, MFP+17], to build self-driving cars [KP17, MLG+18] and
many other applications.

However, due to the Internet, a lot of textual data is available, transfer learning for
natural language processing has become popular just recently. The main reason for this
is that NLP had no such a general task as image classification for Computer Vision.
NLP models solved their specific problems and they were not easily reusable.

ULM-FiT (Universal Language Model Fine-tuning) has not only introduced a lan-
guage model but it showed how the model can be fine-tuned for specific NLP tasks
[HR18]. The ULM-FiT has three steps to solve a classification problem: a) general
LM training, b) fine-tuning the LM model on the target task’s data, c) training target
task classifier. For example, let’s look at the argument proposition type classification
problem! For the general LM training, the model is trained on a large language corpus,
like Wikipedia articles. Then, the fine-tuning of the language model requires argument
propositions. Finally, the classification model uses the LM model as a basis to build a
classifier over it that decides whether the proposition is a premise or a claim.

Both the ULM-FiT paper and BERT paper describes some examples the model
fine-tuning was experimented on. Here is the list of tasks for the two LMs’ fine-tuning
experiments:

• Imdb Sentiment Analysis (ULM-FiT). This problem uses the IMDb binary movie
review dataset [MDP+11] and the five-class Yelp review dataset [ZZL15] to
build sentiment analysis based on the review scores.

• TREC: Question Classification (ULM-FiT). Six class semantic classification of
open-domain, fact-based questions from the TREC database [VT99].

• Topic classification (ULM-FiT). Classifying text into topics using AG news and
DBpedia ontology datasets [ZZL15]

6Keras Image Models, Accessed: 21st August, 2019: https://keras.io/applications/



32 CHAPTER 3. BACKGROUND: NEURAL NETWORKS IN NLP

• GLUE: General Language Understanding Evaluation (BERT). This benchmark
is a collection of natural language understanding tasks [WSM+18].

– MNLI: Multi-Genre Natural Language Inference is a sentence relation clas-
sification task where the aim is to determine the second sentence’s entail-
ment, contradiction, or neutral relation towards the first sentence [WNB17].

– QQP: Quora Question Pairs is a sentence relation classification task where
the aim is to identify semantically equivalent questions [CZZZ18].

– QNLI: Question Natural Language Inference is a binary classification task
[WSM+18] based on the Stanford Question Answering Dataset [RZLL16]
where the positive samples are question-answer pairs where the answer is
correct.

– SST-2: The Stanford Sentiment Treebank is a binary sentiment analysis
task [SPW+13].

– CoLA: The Corpus of Linguistic Acceptability is a binary single-sentence
classification task where the goal is to determine whether an English sen-
tence is linguistically ”acceptable” or not [WSB18].

– STS-B: The Semantic Textual Similarity Benchmark is a sentence pair rela-
tion classification problem based on news headline similarity pairs [CDA+17].

– MRPC: Microsoft Research Paraphrase Corpus is a semantic equivalence
sentence pair classification corpus [DB05].

– RTE: Recognizing Textual Entailment is a sentence relation classification
task where the goal is the same as it is in the MNLI task [BCDG09].

• SQuAD: Stanford Question Answering Dataset (BERT) is a collection of 100k
question-answer pairs where the task is to determine for a given question and a
corresponding Wikipedia text containing the answer from the pair where is the
answer passage in the text [RZLL16]. The training’s loss function is the sum of
the likelihood of the correct start and end token classified as start and end token
of the answer passage. The second version of this task allows the possibility of
missing answer passages.

• SWAG: Situations With Adversarial Generations (BERT) is a sentence-pair dataset
of 113k pairs [ZBSC18]. For a given sentence the task is to select the most likely
continuation from four options. Therefore this is a classification problem as well
as the others.



Chapter 4

Related Work: Argumentation Mining
techniques

There are several argument mining approaches as argumentation mining is a general
task, therefore each approach addresses a variety of different goals to understand the
arguments in the general text better. This is a summary of approaches in recent lit-
erature. Some of the subtasks described here can be used together to achieve a more
general argumentation mining project and some of them help us understand the argu-
mentation better.

In the recent years, argumentation mining become a popular field of the natural
language processing. Starting in 2014 the annual meeting of the Association of Com-
puter Linguistics (ACL conference) has held a Workshop in Argumentation Mining.
This year’s workshop was in early August, therefore, this thesis is not based on that.
However, it contains some techniques using contextualised embedding vectors and this
section covers them [Pet19, SKH19].

4.1 Argument Component Identification

The argument component identification (or argument component segmentation) is the
very first step of argument mining. It is the process of selecting relevant text in the gen-
eral text which can be part of an argumentation. It can be interpreted as a classification
problem as a sentence (or sentence segment) is argumentative or non-argumentative.
Moens et al. identified argumentation sentences using word pairs, text statistics, verbs
and keyword feature [MBPR07]. Florou et al. used discourse markers and features
extracted from the tense and mood of verbs [FKKK13].

33
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Hence it is always said that competition makes the society more effective .
O O O O O O B I I I I I O

Table 4.1: Clause level argument component identification

The task can be approached as a sentence-level classification. In this case, the as-
sumption is that every sentence is either an argumentative one or not. However, others
may argue that argumentative parts of the text cannot be identified by sentences. In the
other case, the task is more complex than a simple classification. It requires a sequence
identification in the text to determine the argument discourse units (ADUs, argument
propositions). The majority of the works applies classic machine learning models and
focuses on collecting relevant features from the text [LT16]. The list of machine
learning models used in the sentence segmentation problems includes Naive Bayes
[MBPR07], Support Vector Machines (SVMs) [RWB12, SG14b], Logistic Regression
[GLPK14, LBH+14], Decision Trees and Random Forests [GLPK14, SG14b].

Several approaches use pipelines for clause identification: one step is the argu-
mentative part classification and another step is the identification of the boundaries
[GLPK14, SG17]. Argumentation clause identification can be applied as token-level
labelling: for every token in the text, the classifier choose from classes B, I and O

refering to the Beginning, Inside and Outside of an argumentative clause. To restore
argumentative parts, one has to merge the B and I labelled tokens.

Conditional Random Fields (CRFs) are applied in sequence level chains: from se-
quence input the classifiers generates sequence-labelled output. Stab and Gurevych
built an annotated corpus called Student Essay Corpus and achieved a F1-score of 0.86
on this task [SG17]. One example to build this classifier is to use LSTM networks.
Ajjour et al. achieved a F1-score of 0.88 using bidirectional LSTMs [ACK+17]. Eger
et al. built an end-to-end biLSTM network for multiple supervised argumentation
mining tasks [EDG17]. Their model scored 0.69 on the Argumentative Essay Cor-
pus. Petasis used contextual word embedding (Flair [ABV18] and BERT [DCLT18])
as token-level features to achieve a 0.90 score [Pet19]. Using a rule-based approach
Persing and Ng achieved a F1-score of 0.92 [PN16].

An example of the sentence ”Hence it is always said that competition makes the

society more effective.” in the argumentative essay of Appendix A (example from the
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manually annotated Student Essays Corpus [SG17]) would be identified as an argu-
mentative sentence in the sentence-level approach. However, using token level ap-
proach (words as tokens, punctuation character is a different token), the sequence la-
bels are described in table 4.1. The annotated argument component part of the sentence
is ”competition makes the society more effective”.

The clause-level argument structures allow multiple argumentative parts in the
same sentence. An example of this situation from the Student Essays Corpus is the
following sentence: ”To some extent, the gap between rich people and poor is widen
by technology, because only the rich people have ability to afford the expensive high-

tech products, and these products can help them to earn more in return.” It contains
two argument proposition in the corresponding annotation. The argumentative parts of
the sentence are bold.

4.2 Argument Component Classification

In this subtask, the goal is to determine the type of argument proposition. Whether it is
a premise, claim or conclusion. Or, if the used Argument Theory uses different types,
then classified to the used types. It can be part of an argument component identification
classifier using the non-argumentative class as an additional class.

Burstein and Marcu implemented models to classify argument thesis and conclu-
sion propositions[BM03]. Kwon et al. used a two step pipeline to achieve the task in
online comments [KZHS07]. In the first step, they classified the sentences as claims,
then the claims into support, oppose or propose types. Their claim F1 score was 0.55
and second-type classification F1-score was 0.67. Rooney et al. merged the previ-
ous and this task together using a premise, claim, non-arguentative classifer [RWB12]
achieving a 0.65 score. Mochales-Palau and Moens [PM09] and Stab and Gurevych
[SG14b] used SVMs for premise-claim classification and Lippi and Torroni used par-
tial tree kernels [LT15]. The latest state-of-the-art premise, claim, major claim classifer
from Stab and Gurevych achieves 0.77 F1 score [SG17].

The persuasive essay example in Appendix A contains one conclusion, 5 claims
and 8 premises. Examples of each type:

Conclusion ”we should attach more importance to cooperation”

Claim ”without the cooperation, there would be no victory of competition”

Premise ”The winner is the athlete but the success belongs to the whole team”
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4.3 Argument Connection Detection

In this subtask, the goal is to determine whether two arguments are connected in the
current text or not. Argument pairs are connected with a directed link. One propo-
sition (a premise) can support or attack the other proposition (claim or conclusion).
Therefore, the task is to classify between five options: the proposition A and B are
non-related, they are related and A supports B, B proposition supports A, A statement
attacks B or B attacks A. The related works are usually separates them to two different
tasks: identifying the connection (related or non-related pairs) and determine the type
of connection (support or attack).

To determine the relation between propositions, two approaches can be applied.
Firstly, depending only the proposition pairs to determine the connection type between
them (described here) or using the whole argumentative text to build a structure (next
section). In the first version, the task is a simple classification for every pair of propo-
sitions. However, the second version uses full text level restrictions. For example, in
an Argumentation Theory using tree models to describe an argument, there must be
only n−1 link in an n proposition argument without any linked circle (this restriction
comes from the definition of a tree). Meanwhile, if one uses only proposition pairs,
these type of restrictions are not applied.

Stab and Gurevych built a proposition pair binary classifier (related or non-related
pair) using SVMs and achieved a 0.72 F1 score on student essays [SG14b]. Their
continuous work uses a two-step approach [SG17]. Firstly, it classify as related or
non-related (F1 score of 0.73). Secondly, it classifies as support or attack relation (F1
score of 0.70). Peldszus introduced a proposition pair relation detection model using
global information from the other propositions as well [Pel14].

An example of a support relation from the Appendix A: ”without the cooperation,

there would be no victory of competition” supports ”we should attach more impor-

tance to cooperation”.

An example of an attack relation: ”competition can effectively promote the devel-

opment of economy” attacks ”we should attach more importance to cooperation”

4.4 Argumentative Structure Determination

In this task, we assume that the argumentative structure can be represented as a tree
with a conclusion root and supporting arguments as branches. With this assumption,



4.4. ARGUMENTATIVE STRUCTURE DETERMINATION 37

Figure 4.1: Argument tree structure of a persuasive essay

the task is to determine this tree. One way to solve this task is based on the previous
task: if we have the correct connections between the propositions, we can build a tree
from that. The tool built in this experiment uses this to build a argument structure.

Mochales-Paulu and Moens introduced a argument structure tree modelling ap-
proach [PM09], however, their approach only recognises arguments with discourse in-
dicators. Peldszus and Stede implemented a Minimum Spanning Tree searching model
that globally optimises argumentative relations [PS15].

Figure 4.1 is an example of a tree structure based on the argumentative essay de-
scribed in Appendix A. There are several argument illustration tools but this thesis
does not cover them. The figure contains the argument propositions of the essay (repre-
sented by their ID and their proposition type), and the relations between them, labelled
with the type of the relation.

4.4.1 Topic Similarity

A possible way to solve this task is by using the similarity of the propositions. If
we assume that the arguments are following each other depth-first, the algorithm is
stated this way: if a proposition is topically similar to the previous one, it supports
the predecessor. Otherwise, moving up the tree we select the most similar proposition
and make the new one as a supporting branch of that one. If we do not find any
similar topic, the proposition is determined to be irrelevant to the existing structure
[LRM+14, LR15].
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Figure 4.2: Architecture of an general Argumentation Mining parser

Lawrence et al. uses Latent Dirichlet Allocation (LDA) topic model for the com-
parisons [LRM+14], Lawrence and Reeds uses WordNet’s similarity function1. Word-
Net as part of the NLTK python package can be used to determine sentence similarity2,
but spaCy3 has its own sentence level similarity as well.

4.5 Scheme Structure Selection

In Chapter 2, a brief introduction of the argument schemes is described. This subtask
aims to determine the best matching scheme structures for the arguments. The first
discussion of this task is from Walton who proposes a six-stage process to identify the
arguments and their stages. It starts with an argument component identification and
then tries to fit the arguments to an argument scheme from a list [Wal12]. Feng and
Hirst propose a similar algorithm with classifiers for the known argumentation schemes
[FH11]. Lawrence and Reeds use the scheme structure selection as an independent task
as well as part of a combined method [LR15].

4.6 Combined methods

To achieve a more general argument mining model, we have to combine these steps
with as accurate predictions as possible. Figure 4.2 summarises the architecture de-
scribed in this chapter. The relevant literature may use different notation.

There are several existing combined methods, mentioned in the previous section
[Wal12, LR15, SG17]

1See at: http://wordnet.princeton.edu/
2See a blog post for the required steps (Accessed: 17th April, 2019): https://nlpforhackers.

io/wordnet-sentence-similarity/
3https://spacy.io/

http://wordnet.princeton.edu/
https://nlpforhackers.io/wordnet-sentence-similarity/
https://nlpforhackers.io/wordnet-sentence-similarity/
https://spacy.io/
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Lawrence and Reed Milz
Support Attack Keywords (overall 195 indicators)
because, therefore,
after, for, since,
when, assuming,
so, accordingly,
thus, hence, then,
consequently

however, but,
though, ex-
cept, not, never,
no, whereas,
nonetheless, yet,
despite

above all, accordingly, actually, by
the way, certainly, clearly, conse-
quently, further, given that, hence,
however, similarly, simply because,
since, so that, wherever, yet

Table 4.2: Discourse indicators: keywords used by Lawrence and Reed [LR15] and by
Milz [Mil17]

4.7 Discourse Indicators

Discourse indicators (discourse markers) are linguistic expressions to connect state-
ments [WEK12]. If present, they can determine the relationship between statements,
indicating the argumentative structure. For example, in the original text of Figure 5.1,
the statements ”We can create all the legal issues, laws and strict gun control we want.”
and ”if someone wants to kill, they could kill someone with a pen, pencil, knife, base-
ball bat or even a slingshot” are connected with the discourse indicator but, therefore
we can assume that it is a conflict and the second statement attacks the first one.

Discourse indicators can be used as features of argument mining classification
[SG14b, Mil17], or in their [LR15] to determine connections between arguments.

Either complex parser can be trained to identify and categorise discourse indicators
[LNK14], or they can be used with simple keyword search [LR15, Mil17]. Examples
of discourse indicator keywords are in Table 4.2.

4.8 Feature Selection

As we saw in the previous section, discourse indicators can be used as features of an
argumentation mining model. But what are the relevant features of a general text?
Many works of literature aim to answer this question [LJN10, SEW15].

There is two way of extracting features from the argumentative text: a) local word-
by-word features (e.g. word2vec embeddings [MSC+13] or Part-of-Speech tagging)
and b) global argument-wise features which can be sentence-related or paragraph-
related (e.g. sentence similarity, keywords, similar verbs). The following is a list
of the features used in the related literature.
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4.8.1 Local features

The local features are usually applied as CRFs (Conditional Random Fields). A linear
chain CRF maps a sequence of tokens to a sequence of labels.

Part-of-speech tags

The part-of-speech tag of every token (nouns, pronouns, adjectives, verbs, adverbs,
prepositions, conjunctions and interjections) [LR15, SG17, Mil17, SEW15]. Some
experiment only uses verbs and adverbs [MBPR07] while others use every PoS tag.

Unigrams, bigrams

Unigram words and two-length word sequences. Can be part of the feature space as it
is in the argument [LR15] or preprocessed (e.g. lemmatised) [SG14b, SEW15, SG17].
Sometimes trigrams also used [MBPR07].

Token positioning

The starting position (offset) of the tokens. Features can include every token in the text
or only relevant tokens (e.g. verbs). Both the position in the sentence and the whole
argumentative text can be relevant [SG17].

Lowest common ancestor (LCA)

The dependency tree of a sentence is a structure that aims to determine the connections
between the words of the sentence. As of today, most Natural Language Processing
Toolkit provides a dependency tree between the tokens of the sentences. Both local
and global features are extracted from the dependency tree and used in modelling. The
first common ancestor of two tokens in the dependency tree is a local feature of every
word pair in the sentence. Additionally, the types of LCAs and the number of LCA in
every type are global features [SG17].

Embedding vectors

Word2vec [MSC+13] is a model used to generate embeddings for words. It generates
a mapping function from a large corpus in a way that every word in the corpus has
a corresponding vector in the high-dimensional vector space output such as words
sharing similar linguistic contexts are located in close to each other. The usage of
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word2vec in argumentation mining is relatively new, but it can be recognised as a
local feature in the same way as PoS for every word (however a word2vec vector is
comparably larger than a PoS tag) [Mil17, SG17]. Stab and Gurevych uses the sum of
the word vectors to minimise the size of the vectors.

Contextualised embedding vectors such as BERT were used previously, only as
a token-level replacement of the word2vec vectors [Pet19, SKH19]. To the author’s
knowledge, BERT as sentence level embedding is a novel feature in this experiment.

4.8.2 Global features

Length and average sentence length

The total length of the argument and the average length of each sentence in the ar-
gument are commonly used features of the Argumentation Mining models [MBPR07,
SG14b, LR15, SEW15, Mil17].

Keyword and punctuation presence

The discourse indicators were already introduced as important keyword features. There
are other used keywords in several papers as well as punctuation characters used as
features. The number, type and positioning of the punctuations can be helpful in these
classification problems [SG14b, SG17, LR15, Mil17, MBPR07, FKKK13, SEW15].
Moens et al. refer to the discourse indicators with the term modal auxiliary.

Similarity

The similarity of the arguments (sentences) can be used to determine the connection
between the sentences (see section 4.4.1). The n-grams can be similar to a predeter-
mined proposition type. For example, the statement ”his/her opinion” can be used as
an indicator of the scheme type Expert opinion [LR15]. Also, words that are similar
to the keywords in a word2vec vector space can be potential discourse indicators. A
simple sentence similarity (same sentence binary feature) is used in Milz’s work as
well as [Mil17].

Milz uses a shared noun feature to count the number of shared words of the propo-
sitions [Mil17]. An expanded version of this, a shared, stemmed word counter is in-
cluded in this experiment’s feature selection process.
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Dependency tree properties

Depth of the tree for each sentence, number of subclauses [MBPR07, SG14b]. Produc-
tion rules [LKN09] are function tag connections (e.g. S→ NP) can be collected from
the dependency tree. Lin et al. use a binary list for the occurrences of every possible
pairs [LKN09, SG14b].
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Dataset

One of the challenges of the current state of argumentation mining is the lack of large
quantities of properly annotated arguments. There are several approaches of argument
definition, description and argumentation schemes (see section 4.5) and the scientists
building argumentation corpus do not have a consensus to use therefore the available
corpora lack unified structure.

Tobias Milz proposes an argumentation corpus parser1 to parse certain argumenta-
tion corpora into a unified model and format. His ArguE classifier is based on these
corpora and shows results comparable with methods using the original corpora and
scheme model [Mil17]. However, this parser cannot solve several of the problems
with the publicly available corpora, e.g. the lack of original text.

5.1 ArguE Unified Corpus Format

The ArguE corpus format is an XML file. Each argument component is listed as a
”Proposition” with the following child nodes:

• ADU: The Argumentative Discourse Unit tag contains the type of the argument
proposition: premise, claim or conclusion

• text: The text of the argument proposition.

• textPosition: The starting and ending offset of the proposition in the original
text. If the original text is unknown, it is set to −1.

1Available at https://github.com/Milzi/arguEParser
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https://github.com/Milzi/arguEParser
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• Relation: Connection with other propositions. It has a unique identifier and a
pointer to the partner. It has a relation type which can be ”Default Inference”
(support), ”Default Conflict” (attack), or any specific type of discourse relation
such as ”Analogy” or ”Expert Opinion”. These descriptors are defined by the
AIF standard. The relation also contains a binary relation indicator which defines
whether it is any kind of attack or support.

The original text is in a separate XML node.

Figure 5.1 is an example of the unified corpus from the Araucaria corpus. Appendix
A is an example of a Student Corpus Essay annotation. A quick observation of the
figure can show the issue with the Araucaria database: some of the propositions are
not in the Original Text (e.g. proposition id 309).

5.2 AIF-DB Corpora Collection

The AIF-DB [LR14] is the largest collection of publicly available argumentation anno-
tations and argument maps 2. It contains several corpora, most famously the Araucari-
aDB [RPR+08] which is used in multiple argumentation mining literature. The project
proposes an Argument Interchange Format (AIF) and the argument map creation tool
OVA3. The AIF is designed for the collection of argument maps and not necessarily
argumentation annotations, therefore, its format is not fitting the argumentation classi-
fication problems as well.

Most of the corpora in the collection offers only arguments and lacks the original
text, making the corpus unusable for several argumentation mining subtasks. Another
drawback of the datasets in the AIF-DB collection are containing a relatively small
amount of argumentation structures and these structures contain only a few arguments,
e.g. only a premise and a supporting claim.

5.2.1 AraucariaDB

The Araucaria project is a software tool for analysing arguments and the AraucariaDB
is an argument corpus based on this tool [RPR+08]. The collection of the corpus is
commenced in 2003 and contains diverse sources (newspaper editorials, parliamentary

2See at: http://corpora.aifdb.org/
3See at http://ova.arg-tech.org/

http://corpora.aifdb.org/
http://ova.arg-tech.org/


5.2. AIF-DB CORPORA COLLECTION 45

(a) Unified corpus format using Milz’s parser

(b) OVA representation at AIF-DB

Figure 5.1: AraucariaDB corpus Argument Map 16 representations
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records, judicial summaries, discussion boards). Originally, it was built in an Argu-
ment Markup Language, but it went under several changes as it becomes part of the
AIF-DB collection and included in Milz’s Unified Corpora. Currently, the corpus con-
tains 662 arguments with annotated premises and claims in a tree-like structure. A
few arguments even have argumentation scheme too. However, the database does not
include the original text only the argumentation relevant parts.

The Araucaria database contains original text information, however, it does not
include the full text every time. For example, in the argument described in Figure 5.1,
the argument conclusion We should not impose gun control is not in the corresponding
OriginalText element of the XML file. To solve this issue, in the preprocessing phase
of model training with full-textual features, the argument propositions without correct
position field are removed.

5.3 Student Essay Corpus

The Student Essay Corpus v24 contains essays from an online forum collected and
annotated by Stab and Gurevych [SG17]. The arguments contain premises, claims
and major claims. The major claim is the overall conclusion of an essay, thus, in the
Unified Corpus Format, they are conclusion type propositions. The corpus annotates
support and attack relations and the original essays are available therefore it is useful
for argumentation part identification. It was annotated with the BRAT annotation tool5.

This corpus contains the original text of the argumentation, therefore the position
of the arguments and the original sentences are available. These additional features
give more precision to the models, however, cannot be used with corpora without this
information.

The original files of the Student Essay Corpus contain paragraph-level informa-
tion. Every paragraph has an annotation of For or Against type. These are similar to
the support and attack relations of proposition pairs, just paragraph-level links. The
Unified Corpus Format does not include this information, therefore, the models of this
experiment are not supported with these features.

Similarly to the Araucaria, the Student Essays Corpus’ Argument Theory is based
on a tree structure, therefore every argument with n proposition contains n−1 relation
between the propositions. Each essay has exactly one conclusion and several premises

4https://www.informatik.tu-darmstadt.de/ukp/research_6/data/index.en.jsp
5See at http://brat.nlplab.org/

https://www.informatik.tu-darmstadt.de/ukp/research_6/data/index.en.jsp
http://brat.nlplab.org/
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and claims. Table 7.1 and 7.6 contains information about the data distribution of the
final train and test sets built from the corpus.

5.4 ArguE Corpus

The ArguE Corpus is an argument annotation created by Milz and designed for the
unified corpus [Mil17]. It contains 8 debates and it was annotated using the BRAT
tool.

This corpus was built with the Unified Corpus Format so it can support the vali-
dation of the protocol. However, the corpus was available during the experiment, the
results of the other, larger corpora suggested that the focus of the experiment should
involve the two other corpora, therefore, this corpus was not used in the experiment.



Chapter 6

Research methodology

The following chapter describes the algorithms and models used in the experiment to
classify argument and argument relation types. The last section contains a handful
description of the downloadable tool available on GitHub.

The proposition type classification contains information about the proposition and
aims to classify whether it is a premise or claim based using machine learning.

The argument relation classification pairs arguments and aims to determine whether
there is a connection between the propositions and if so, it is a supporting or attacking
relation.

6.1 Data collection and preprocessing

Compared to the AIF-DB collection, the Student Essay Corpus v2 [SG17] contains
additional information because it has the original texts of the arguments. Therefore,
additional features can be extracted from this corpus that may not be extracted from
other ones.

The ArguE Unified Corpus Format contains the arguments and argument relations
in an argumentation grouped way. For the proposition type classification and relation
classification problems, the data needs to be transferred to an argument-based database.

To classify connections between propositions, proposition-pairs are linked together.
To be able to decide between related and unrelated propositions, there must be unre-
lated pairs in the dataset. Therefore, during the preparation, every proposition is con-
nected to every other one. This is a complete graph regarding the propositions as the
nodes. As Chapter 2 describes, an argument structure usually represented as a tree.
Therefore, the number of proposition-pairs in an argument containing n propositions

48



6.2. FEATURE SELECTION 49

Name Description
arg1, arg2 The text of the two propositions
originalArg1, originalArg2 The original sentence of the propositions.
label Either the proposition type (ADU) or the argu-

ment relation type.
fullText1 * The full text of the argumentation.
positionDiff * Difference between the starting character of the

two proposition in the full text divided by the
length of the full text.

sentenceDiff * Distance between the original sentences divided
by the number of sentences in the full text.

positArg *! Distance from the beginning of the full text.

Table 6.1: Data collected from the Unified Corpus Format
(*): only available if the original text exists (!): collected only for the argument type

detection

is
(n

2

)
, while the number of related proposition pairs is n−1. Regarding the difference

between the size of the related and unrelated proposition-pair groups, data balancing
is required during the preparation.

The preparation can also include classic text mining preprocessing tasks, such as
lowering, however, it may include additional information for feature selection. Table
6.1 shows the features collected from the Unified Corpus Format after using Milz’s
parser [Mil17].

6.2 Feature selection

Table 6.2 summarises all the features used in this experiment. Some of these features
are extracted from a single proposition (e.g. keyword features, length), some of them
aim to capture the connection between the two propositions (e.g. shared words) and
some of them describes the position of the propositions in the full text (e.g. position-
Diff).

Section 4.8 summarised the features used in related projects, this section introduces
the features used in this experiment.

For the majority of token dependent features, NLTK’s tokenizer is used [LB02],
however, BERT uses it’s own tokenizer [DCLT18].
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Name Data Type Description
positionDiff * 0-1 float Difference between the starting character of the

two proposition in the full text divided by the
length of the full text.

sentenceDiff * 0-1 float Distance between the original sentences divided
by the number of sentences in the full text.

rstCon * logic The two propositions’ nodes shares a link in the
RST tree.

rstConParent * logic The two propositions’ nodes shares a parent in
the RST tree.

vector -2 300xTL Word2vec vectors of every token in the propo-
sitions, original sentences.

pos -2 35xTL Part-of-Speech tags of every token in the propo-
sitions, sentences

premiseIndicator,
int Number of keywords in the propositions.

claimIndicator 2
tokens 2 int Number of tokens in each proposition.
sharedWords 2(*) logic & int Shared words, nouns, verbs between the propo-

sitions, sentences.
sameSentence logic True if the two proposition has the same origi-

nal sentence.
bert 2 768 floats Sentence level BERT embedding for the propo-

sitions, original sentences
bertVector -2 768xTL Token level BERT embedding vectors.
sentCompound,

0-1 float
sentNeg, Sentinent scores extracted from the proposi-
sentNeu, tions, sentences and full texts if available.
sentPos 2(*)

Table 6.2: Features of the models
(*): only available if the original text exists, (-): token-level vectors, (2): extracted

from both proposition simultaneously. TL: token length
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6.2.1 ArguE features

These features originally used in Milz’s work [Mil17], available at GitHub 1.

Word2vec vectors

For every token in the proposition’s token list, ArguE generates a 300 length vec-
tor embedding using Mikolov’s Word2Vec representation [MSC+13]. For proposition
pairs, both propositions have their sequence. To remove problems caused by the dif-
ferent proposition token lengths, the algorithm uses a method called padding. Padding
fills up the shorter propositions with zero value vectors to match the longer ones. For
padLength padding size, the minimum value of the padding size has to be at least as
big as the longest proposition’s token length padLength≤max(tokenLength(p)); p ∈
propositions. Therefore, using padLength = 30, this method generates a 300× 30
feature matrix for every proposition.

Part-of-Speech vectors

Using the NLTK toolkit’s Part-of-Speech tagging [LB02], every token gets a PoS tag.
For example: NN noun, singular ’desk’, NNS noun plural ’desks’, V B verb, base form
’take’, V BD verb, past tense ’took’. The complete list of the NLTK PoS tags contains
35 different labels 2. For computer accessibility, the labels are stored using one hot
encoding. Padding for the different token lengths also applied here.

Premise and claim Indicators

This feature searches for matching premise or claim keywords. The original code
checked for exact matching, but in this experiment, the text is lowered before the
matching. Table 4.2 shows examples of the keyword indicators.

Tokens

Simple integer number of the tokens in each proposition.

1Available at: https://github.com/Milzi/ArguE, updated version: https://github.com/
negedng/ArguE

2An example of the list (accessed at 16th August, 2019): https://pythonprogramming.net/
natural-language-toolkit-nltk-part-speech-tagging/

https://github.com/Milzi/ArguE
https://github.com/negedng/ArguE
https://github.com/negedng/ArguE
https://pythonprogramming.net/natural-language-toolkit-nltk-part-speech-tagging/
https://pythonprogramming.net/natural-language-toolkit-nltk-part-speech-tagging/
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Shared words

The original version only checked for exact noun matches. In this experiment, shared
words, nouns and verbs are used with a few additional parameters. A length threshold
is applied to eliminate the common words like a or the. Also, there is an option to use
word stemming to match words with the same origins (e.g. beginning and began shares
the same origin begin). To collect stemming information, NLTK’s PorterStemmer 3 is
used [LB02].

Same sentence

In most cases, the propositions of an argument are not complete sentences. In these
cases, the propositions sharing the same original sentences are usually about a related
topic. Therefore, this might be an important feature of the model.

6.2.2 RST features

Discourse structures describe the high-level connections between parts of a general
text or speech. Rhetorical Structure Theory (RST) is a hierarchical discourse structure
representation [TM06]. Discourse structures are used in many applications, such as
text summarisation [LJN10], question answering [FBCC+10] or sentiment analysis
[VT07]. However, the performance of discourse parsing is weak. The F-score for text-
level relation detection in Ji and Eisenstein’s state-of-the-art model’s performance is
only at 61% [JE14].

In this experiment, Ji and Eisenstein’s parser is used to generate a text-level rela-
tion for the full texts of the Student Corpus Essays [JE14]. The parser is available at
GitHub4. Unfortunately, these features are not available for the AIF-DB collections.
This parser creates a tree-like structure for the text propositions with labelled relation
types.

After matching the argument propositions with the ones generated by the parser,
this experiment uses two features: rstCon is a logical variable, signalling true if the
two-argument propositions are connected in the RST parser’s representation and rst-

ConParent signalling if the two share the same parent node.

3NLTK Stemmer: http://www.nltk.org/howto/stem.html
4RST parser (accessed at 18th July, 2019): https://github.com/jiyfeng/DPLP

http://www.nltk.org/howto/stem.html
https://github.com/jiyfeng/DPLP
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6.2.3 Sentiment scores

Sentiment analysis or opinion mining is an area of natural language processing. Its goal
is to analyse people’s opinions, sentiments and emotions via their text using computa-
tional algorithms. Sentiment lexicon-based approaches use positively and negatively
labelled word lexicons and determine the text’s sentiment score using the word occur-
rences [Liu10]. Semantic orientation (polarity-based) lexicons uses only positive and
negative scores, but many applications can benefit from weighing the words’ scores
(’horrible’ is a worse word than ’bad’). Sentiment intensity (valence-based) lexicons

aims to resolve this issue by giving intensity scores to the words [WWH04]. Further-
more, context-awareness is another important aspect of field [AWM09]. For example,
the word ’bad’ has a negative meaning, however, using in the phrase ’not bad’, it means
something positive.

This experiment uses a module called VADER5 to determine sentiment scores for
both propositions, the original sentences and the full text. VADER (Valence Aware
Dictionary and sEntiment Reasoner) is a lexicon and rule-based sentiment analysis
tool that is specifically attuned to sentiments expressed in social media [HG14].

6.2.4 Word and sentence embedding vectors

Section 3.3 introduced the word embedding vectors as word representations. ArguE
uses a model where the word embedding of the two propositions is fed into an LSTM
network [Mil17]. This project included the same LTSM network using both the propo-
sitions and the original sentences. Both word2vec [MSC+13] and BERT [DCLT18]
embedding vectors can be used similarly.

However, BERT can be used as sentence-level embedding using the [CLS] starting
token’s vectors to represent the whole sentence [DCLT18]. This way, the LTSM net-
work is not necessary and the BERT embedding can be used as features of a simple
feed-forward network the same way as the other features.

6.3 Classification problems

This experiment includes two classification problems.

The proposition type classification aims to identify the type of proposition in the
argument. The Student Essay Corpus v2 uses premise, claim and conclusion types.

5Available at https://github.com/cjhutto/vaderSentiment

https://github.com/cjhutto/vaderSentiment
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The conclusion type is the final claim of the essay, therefore each essay contains only
one conclusion. This makes the dataset heavily unbalanced regarding the conclusion
type.

The argument relation classification aims to identify the relations between propo-
sition pairs. The simplest task of this classification is to choose between related and
non-related types. Using different support and attack classes, the problem becomes
harder. It can be a one-step three-way classification or a two-steps chain (first identify
the relation, later the support-attack type). The connection between the propositions
can be directed or non-directed (A supports B or B supports A).

6.4 Classification models

The models of this experiment are built-in Keras version 2.2.4 using Tensorflow [C+15].
Keras is a high-level neural networks API, developed with a focus on enabling fast ex-
perimentation.

6.4.1 ArguE based model using token- and sentence-level features

This model based on the one introduced by Milz using LSTM networks of token-level
(local) features connected with sentence-level (global) features in a fully connected
network. Figure 6.1 describes the original ArguE classifier.

The ArguE classifier uses LSTM (Long Short-Term Memory) recurrent layers to
capture and feed token level information into the network. The word2vec, PoS and
token-level BERT vectors are the inputs of the LSTM vectors for both proposition
respectively. Then, the output of the two LSTM networks are concatenated with the
shared features and a standard fully connected layer merges the information. The out-
put layer uses softmax activation to serve the probability format output.

Because of the different tokenizer used in BERT and NLTK, the tokens of a sen-
tence are different for the token-level BERT and the word2vec, PoS tokens. Therefore,
the models of this experiment are not using the three of them simultaneously. However,
global features can be added to the original ArguE architecture.

The original ArguE classifier uses adam optimizer [KB14] with binary crossen-
tropy loss function.
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Figure 6.1: Original figure of ArguE’s classifier architecture [Mil17, page 61]
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6.4.2 Feed-Forward model using only sentence-level features

This model uses BERT sentence-level embedding vectors replacing the previous model’s
token-level representations (word2vec embedding and PoS tags). Therefore, this model
uses only feed-forward hidden layers and no LSTM layers.

To balance the weights of the sentence-level embedding vectors (768 input fea-
tures) with the shared global features (at most 43 features), the architecture includes
hidden layers of fully connected neurons before the concatenation. Figure 6.2 layer
level 1-2.

For additional information, not only the propositions’ BERT sentence-level embed-
ding vectors are inputs of the network, but the original sentences of the propositions
are stored as well. The proposition’s layers are connected with the corresponding
sentence’s layers before feeding into the merger concatenation layer (layer level 3).
Additional layers are included to merge the information of the proposition’s features
and original sentence’s features before concatenating with the other proposition (layer
level 4-5).

After concatenating the proposition specific layers with the global shared features,
the architecture is the same as the ArguE model’s (layer level 6+).

A Dropout layer is available after every hidden layer to prevent overfitting. Unlike
ArguE, this architecture uses ReLU activation function.

A stored model in .h5 format requires less than 20 MB.

6.4.3 Transfer learning using BERT

This model uses a pre-trained BERT model fine-tuned to fit the relation detection task.

The original, pre-trained BERT model was trained in two way. To guess [MASK]
masked words based on the context and to predict follow-up sentences. Both method’s
training data can be generated from large text corpora with self-supervised learning.
The preprocessing algorithm can mask out words or mix sentences to generate the data.

In this section, the BERT sentence prediction is used. The original method expects
a sentence A and a sentence B and gives a percentage of P that tells us, how likely that
B follows A.

Changing the method’s parameters with Transfer Learning to fit the relation detec-
tion task, the method’s modified task is the following: with input proposition A and
proposition B what percentage P is the chance that A and B are related.
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Figure 6.2: Sentence-level network architecture with unit size
Dropout rate: 0.3, hidden layers per step: 2, hidden layer decrease rate: 0.5
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For this experiment, an online available example6 is used without major modifica-
tions, therefore the experiment’s codes are not included in the project’s source code
files.

6.5 Combining corpora using the unified parser

Each unique corpus contains only a handful of arguments, therefore combining the
corpora to generate a larger dataset using the Unified Corpus Format is a reasonable
goal. However, the differences between the corpora make some features unusable. For
example, the AIF-DB collection does not store the original text, therefore, the distance
difference features cannot be used in a general model. These features are noted with *
character at the Table 6.2.

6.6 Description of the tool

The downloadable tool available on GitHub 7 contains a trainer method and a predictor
method.

The trainer needs a data collection in the Unified Corpus Format, with possible
additional RST files. It can be trained to predict proposition types or relations.

The trainer’s data preprocessing is prepared for both the Student Essay Corpus and
the AIF-DB Collection files using the Unified Corpus Format. It can be trained for
either with every available feature or only with generable ones. In the second version,
the RST files are not included as they are produced with a separate parser. The default
mode uses the features described in the previous sections. The trainer stores the Keras
model in .h5 format.

The predictor is a pipeline that constructs Unified Corpus Format from an argu-
mentation essay. It uses a trained proposition type classifier and a relation detection
classifier. See Figure 6.3 for the summary of the pipeline.

The required Argumentation Mining steps to reconstruct a Unified Format file from
the full argumentation text are 1) proposition identification, 2) proposition type classi-
fication, 3) relation detection.

6https://colab.research.google.com/GitHub/google-research/bert/blob/master/
predicting_movie_reviews_with_bert_on_tf_hub.ipynb

7https://github.com/negedng/argument_BERT

https://colab.research.google.com/GitHub/google-research/bert/blob/master/predicting_movie_reviews_with_bert_on_tf_hub.ipynb
https://colab.research.google.com/GitHub/google-research/bert/blob/master/predicting_movie_reviews_with_bert_on_tf_hub.ipynb
https://github.com/negedng/argument_BERT
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Figure 6.3: Argumentor tool pipeline
Right side: Argumentation Mining tasks, Left side: additional tasks
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As the proposition identification is not part of the current experiment, in this part
we have to make a concession. Instead of using a proper proposition identification
method, here the tool uses a simple sentence segmentation. This means that in some
cases, the correct argument propositions are in the same sentence for the tool. Also,
non-argumentative sentences are included in the argument structure. Future work is
required to solve this task of the pipeline.

For example, in the essay01 from the Student Essays Corpus, the sentence ”Hence

it is always said that competition makes the society more effective.” originally has a
proposition ”competition makes the society more effective”. Sometimes, the difference
is only a few words but sometimes there are more propositions in the same sentence.

The proposition type classification is a three-class classification, described in the
previous section. The classification uses only the current proposition for the decision,
thus it is possible to have multiple conclusion in the same argumentation although
the Student Essay Corpus is based on a model that has only one conclusion in every
argumentation.

The Unified Corpus Format’s ADU element stores the most probable type of the
proposition. For additional information, the prediction’s softmax score (the probability
of the class) is stored in the confidence field. An example of an ADU element is:

<ADU type="claim" confidence="0.51830024"/>

For the relation detection, we have two options. Using a related, non-related clas-
sifier and a support, attack classifier as a chain or a three-way non-related, support or
attack classifier. This tool uses the second option.

The tool pairs every proposition with every other proposition, making a complete
graph of propositions and stores the result of the related pairs. However, the origi-
nal data stores directed connections in the head of the directed edge, this tool uses
non-directed connections, therefore, it cannot store the relation in the head proposi-
tion. Instead, the tool uses the first come first served rule, the relation is stored in the
proposition that is earlier in the proposition list, thus, in the text.

The original Student Essay Corpus files have relations with special IDs. Also, the
Unified Corpus Format makes it possible to add special argument scheme related con-
nections, e.g. Expert Opinion support. This tool cannot reproduce these information,
therefore, every connection is either a Default Conflict (attack) or a Default Inference

(support). The ID of the relations is based on the IDs of the propositions.

The tool uses only the information extracted from the proposition pair and no ar-
gumentation level information. Even though the Student Essay Corpus arguments are
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built on a tree model, this tool can produce arguments that cannot be represented as a
tree. A tree model ensures that every proposition has at least one connection and there
are no circles in the tree.

An example of a relation element stored in the proposition T4is stated below using
the Unified Corpus Format. The relation detection model’s maximum probability class
is stored as the relation type and the probability is the confidence. Non-related pair
relations are not stored.

<Relation relationID="RT4-T12" type="Default Inference" confidence=

"0.4926278" typeBinary="0" partnerID="T12"/>

Appendix B is an example of a generated Unified Corpus Format file of the Student
Essay Corpus essay01. The original annotation can be found in Appendix A.



Chapter 7

Evaluation

The experiments are tested in a Google Colab environment using the Python 3 Google
Compute Engine backend with 12.72 GB RAM and 48.97 GB disk capacity. See more
about Google Colab Research at https://colab.research.google.com.

For each test, measurements were taken three times, average and the standard de-
viation is included in the result tables. To calculate average scores for the metrics in
the multi-class tasks, the macro average is used. Avgα = 1

N ∑
N
i αi. This does not apply

to the Transfer Learning models due to its length (unfortunately, Google Colab is not
suited for long training).

The used metrics in the measurements: precision (P) is the relevant, correct infor-
mation among the identified instances P = T P

T P+FP , recall (R) is the found instances of
the relevant information among all the instances supposed to be identified R = T P

T P+FN .
F1-score is the harmonic mean of the precision and the recall F1 = 2 P·R

P+R .

7.1 Relation detection classifiers

The first test is a two-class classification problem. The task is to determine whether the
proposition pair is related to each other or not. Support and attack relations are both
included. The direction of the proposition is not important. To balance the dataset, the
number of non-related proposition pairs is reduced to the number of related proposition
pairs, unless it is noted otherwise. Table 7.1 summarises the distribution of the Student
Essays Corpus database [SG17].

The balanced dataset contains the same amount of related proposition pairs as it
contains unrelated pairs. The total number of related pairs is 5696. The related / non-
related rate of the unbalanced dataset is 0.10. However, the dataset is balanced to

62
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Balanced Unbalanced
Train set Test set Train set Test set

Sum 5126 570 25045 2783
Non-related 2538 310 22491 2489
Related 2588 260 2554 294

Support 2306 226
Attack 282 34

Table 7.1: Distribution of the relation database in the Student Essay Corpus.

Name P R F1 F1 Non-related F1 Related
[SG17] baseline majority 0.42 0.5 0.46 0.91 0
[SG17] baseline heuristic 0.66 0.66 0.66 0.89 0.44

[SG17] human upper bound - - 0.85 0.95 0.75
[SG17] SVM all features 0.76 0.71 0.73 0.92 0.54

[Mil17] ArguE 0.79 0.63 0.68 0.75 0.27
ArguE restored, balanced 0.63 0.63 0.63 0.64 0.61
SL all features, balanced 0.76 0.76 0.76 0.78 0.75

SL all features, unbalanced 0.80 0.73 0.76 0.95 0.56
TL with BERT 0.78 0.77 0.77 0.76 0.77

Table 7.2: Relation detection models

have the same amount of related and non-related pairs, the support-attack ratio is still
unbalanced. Due to the lack of enough attack relations, there was no attack-support
balanced dataset. The attack-support ratio in the balanced dataset is 0.12.

Table 7.2 contains a comparison of the related works tested in this dataset with the
best performing models of this experiment.

Stab and Gurevych used two baseline function for the tests and a human upper
bound by averaging the results of three annotators on their test data [SG17]. This table
includes the same baselines.

The majority baseline labels each instance with the majority class. As their original
training set had 17.5% related pairs, the majority baseline signals non-related case
every time.

The heuristic baseline is motivated by the common structure of persuasive essays
[Whi09, Per10]. The heuristic baseline for relation detection signals relation label if
the target proposition is in the first paragraph of the essay.

The first model is their best performing SVM model with all of their features in-
cluded [SG17].

The second model is Milz’s ArguE classifier, using the architecture described in
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Name P R F1 F1 Support F1 Attack
[SG17] baseline majority 0.45 0.5 0.48 0.95 0
[SG17] baseline heuristic 0.51 0.53 0.52 0.77 0.17

[SG17] human upper bound - - 0.84 0.96 0.70
[SG17] SVM all features 0.71 0.69 0.70 0.95 0.46

SL all features 0.61 0.58 0.59 0.91 0.27

Table 7.3: Support-Attack identification

Section 6.4.1. As the source code of the architecture is available, the was implemented
in this experiment as well and the results are included in the table.

The table contains two sentence-level feed-forward neural networks described in
this paper. The first one is trained and tested on the balanced dataset and the second one
is on the unbalanced dataset. The balanced ratio of Stab and Gurevych’s original test
set is 0.165 while the balance ratios in these two cases are 0.5 and 0.102 respectively.

Finally, the Transfer Learning model based on the pre-trained BERT performed in
a different environment. It used a different balanced distribution of the dataset.

The unbalanced sentence-level model outperformed both the SVM model and the
ArguE model with a 0.76 average F1 score and a human-level 0.95 F1 score on non-
related proposition pairs while keeping a fine 0.56 F1 score on the related pairs.

The balanced sentence-level model and the transfer learning model both performed
a balanced 0.75−0.78 F1 score on both the related and the non-related pairs. This re-
sult outperforms the human upper bound of Stab and Gurevych’s experiment on related
pairs. However, the test sets are different here, therefore the comparison may not be
relevant.

The performance of the restored ArguE model shows differences from the original
one but it comes from the difference between the training and testing data balance.

Table 7.3 contains results of a support-attack identification. In this case, only the
related pairs of the dataset are included in both the training and the testing phase.
Therefore, this experiment is unbalanced as well as Stab and Gurevych’s original one.
Their attack-support ratio for the test set were 0.08 and here, it was 0.12. The best
performing sentence level model is compared to its SVM model.

The model performed with an average F1 score of 0.59, falling behind the SVM
model by 10% but above the baselines. It performed well on support relations with
an F1 score of 0.91, just below the human upper bound and the SVM performance.
The attack relation identification was not satisfactory with a 0.27 F1 score, above the
baseline but falling behind the SVM model.
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Precision Recall
F1-score

Average Support Attack Non-related
Avg SD Avg SD Avg SD Avg SD Avg SD Avg SD
0.55 0.04 0.53 0.03 0.53 0.04 0.66 0.07 0.17 0.10 0.76 0.02

Table 7.4: Non-related, support, attack identification

Name
Time Epochs Precision Recall

F1-score
Average Non-related Related

Avg(s) Avg Avg SD Avg SD Avg SD Avg SD Avg SD
AllFeat 134.43 160.00 0.76 0.01 0.76 0.01 0.76 0.01 0.77 0.01 0.75 0.01

NOrigBert 59.78 155.67 0.73 0.01 0.73 0.01 0.73 0.01 0.74 0.01 0.72 0.02
NFullText 101.27 113.33 0.68 0.01 0.68 0.01 0.68 0.01 0.70 0.01 0.66 0.01
OnlyBert 107.76 119.33 0.64 0.01 0.64 0.01 0.64 0.01 0.63 0.02 0.65 0.02

ArguE 208.25 101.33 0.63 0.02 0.63 0.02 0.63 0.02 0.64 0.02 0.61 0.02
ArgueAll 193.01 92.33 0.66 0.01 0.66 0.01 0.66 0.01 0.68 0.02 0.65 0.01
ArgueBert 282.51 71.00 0.64 0.01 0.64 0.01 0.64 0.01 0.66 0.02 0.62 0.01

Table 7.5: Relation detection performance with different features (Sentence Level
model and ArguE based model)

Table 7.4 includes performances of a multi-class classification where the support,
attack and non-related pairs are together and the task is to select the right class from
the three. The model performs with a 0.53 average F1 score. It works the best on
the non-related pairs with an average of 0.76 F1 score, following on support relations
with an average of 0.66 F1 score and it performs the worst on attack relations with
an average F1 score of 0.17. However, the standard deviation of the attack relation
performance is high because it varies between 0.02 and 0.25.

7.2 Feature performance

In this experiment, different feature lists and models are tested. All test are measured
on the balanced related non-related dataset described in the previous section. The
models are the followings:

The model named AllFeat is the one described in Section 6.4.2. It contains all the
features described in Section 6.2. It has BERT sentence-level embedding vectors for
both proposition and their original sentences and all the position related, ArguE based,
sentiment and RST features. It took a little bit over 2 minutes to train a network and it
had a 0.76 macro-average F1 score.

The model named NOriginBert has no BERT sentence-level embedding vectors for



66 CHAPTER 7. EVALUATION

the original sentences, only for the prepositions. This has sped up the training from
the average 134s to an average of 60s, making the training more than twice as fast as
the previous model’s. On the other hand, this reduced the performance by 0.03 for
every metrics, however, it had the same average F1 score, as the SVM from Stab and
Gurevych.

The next model is called NFullText. It has no full-text dependent features like
sentence position difference or shared words with the full text. See 6.2 for the full
list. This is important because a lot of available corpora lacks the original full text of
the argumentation and only has the annotated propositions. Also, the tool described in
Section 6.6 uses only the full-text independent features. It had a 0.68 average F1 score
with a 0.70 F1 score for non-related pairs and 0.66 F1 score for related pairs making it
just above the heuristic baseline. Interestingly, the heuristic baseline is calculated from
the full text and had a 0.66 average F1 score.

The final sentence-level feedforward network-based model uses only BERT em-
bedding vectors (OnlyBert). It uses zero additional global shared features, only the
embedding vectors of the two propositions and original sentences. The model felt just
below the heuristic baseline with a 0.64 average F1 score.

The ArguE named models are based on Milz’s ArguE model [Mil17]. They have
a token-level feature-based LSTM network linked together with the global shared fea-
tures. The first model named ArguE is the same as it is described in the original paper
and Section 6.4.1. It had a 0.63 average F1 score making it worse than the least well-
performing one of sentence-level models.

The next ArguE based model is called ArgueAll. It uses the ArguE defined token-
level features with all the available sentence-level global features (not the sentence-
level BERT features). This model achieved the heuristic baseline’s F1 score with 0.66,
however, still far from the sentence-level models.

Lastly, ArgueBert uses token-level BERT embedding vectors. Because of the dif-
ference between the tokenizers used in the two methods, it cannot be used with the
word2vec and PoS token-level features. This model uses all the shared features as
the previous one and performed slightly worse than the ArgueAll model with an F1
average score of 0.64.
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Unbalanced Balanced
Train set Test set Train set Test set

Sum 1241 311 2206 736
Premise (Pr) 827 206 749 251
Claim (Cl) 343 86 898 292

Conclusion (MC) 71 19 559 193

Table 7.6: Distribution of the proposition type database
The Student Essay Corpus and a balanced Unified Corpus based on the Student

Essays and Araucaria corpora.

Name P R F1 F1 Pr F1 Cl F1 MC
[SG17] baseline majority 0.21 0.33 0.26 0.77 0 0
[SG17] baseline heuristic 0.72 0.72 0.72 0.87 0.56 0.74

[SG17] human upper bound - - 0.87 0.92 0.75 0.93
[SG17] SVM all features 0.77 0.77 0.77 0.86 0.59 0.87

SL all features 0.58 0.53 0.55 0.78 0.45 0.42
SL all, unified Corpus 0.53 0.53 0.53 0.49 0.58 0.54

Table 7.7: Premise, Claim and Conclusion (Major Claim) classification models

7.3 Proposition type classifier

Table 7.6 contains informations about the premise-claim distribution of the Student
Essay dataset. This dataset is heavily unbalanced. Because of the Unified Corpus
Format, it is possible to merge corpora to build a more balanced dataset. The second
half of the table shows a balanced unified corpus using propositions from the Student
Essays Corpus and the Araucaria corpus as well.

Table 7.7 summarises the results of the premise-claim-conclusion (major claim)
classification experiment. The heuristic baseline for this experiment labels the first
argument proposition of each paragraph as a claim and everything else as a premise.
It defines the last argument part of the introduction and the first argument part of the
conclusion as a major claim.

The sentence-level feedforward network’s performance was below the heuristic
baseline. It only achieved a 0.55 average F1 score, with above 0.75 for only the
premises.

Using the Unified Corpus, the next model was trained on a balanced dataset. It
made a better balance between F1 scores of the three classes (0.49 for premises, 0.58
for claims and 0.54 for major claims), however, the average F1 score of 0.53 did not
improve compared to the previous model.
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Student Essays Araucaria Filtered
Sum 5696 3044

Non-related 2848 1512
Related 2848 1532

Table 7.8: Comparison of the Sudent Essays Corpus and the Araucaria Corpus
Data samples with missing features are filtered. Datasets are balanced.

Name P R F1 F1 Non-related F1 Related
SL merged 0.72 0.72 0.72 0.73 0.72
TL merged 0.70 0.65 0.68 0.68 0.67

SL general A 0.60 0.60 0.60 0.61 0.60
SL general B 0.63 0.62 0.61 0.56 0.66

Table 7.9: Relation detection models using unified corpus

Regarding these results, it is important to note that the Araucaria corpus does not
always contain the full text of the argumentation. Sometimes, only relevant sentences
or only propositions are included.

7.4 Unified corpus

In the previous section, one use of the Unified Corpus Format was described. Among
providing additional data samples to achieve a balanced dataset, in this section, two
more possibilities are described. Here, the Student Essays Corpus and the Araucaria
Corpus are used together for the relation detection problem.

In the first experiment, the data from both corpora are merged to build a larger
corpus. Due to missing features, the majority of the Araucaria corpus cannot be used
in full potential. As a compromise, the RST features are not used in this experiment and
all the Araucaria proposition pairs with missing features are removed. Originally, the
Student Essays Corpus contains 27828 proposition pairs, after balancing, it becomes
5696 pairs. In the meantime, the Araucaria corpus contains 20864 proposition pairs,
after the filtering and balancing, only 3044 remains.

The model named SL merged in Table 7.9 is trained on a merged unified corpus
of the datasets described above. With the 0.72 average F1 score, it has a performance
comparable to the best methods trained on the Students Essay Corpus.

The model TL merged is a transfer learning model of BERT using a different unified
corpus. It performed slightly worse than the SL model with an F1 score of 0.68.
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The second experiment aimed to investigate the generality of the models, corpora.
The model named SL general A is trained on the Student Essay Corpus but tested on
the Araucaria corpus. The model named SL general B is trained1 on the Araucaria
corpus and tested on the Student Essays Corpus.

Generalisation in both ways performed around 0.61 F1 score. Compared to the
heuristic baseline of the relation detection models in Table 7.2, this is 0.05 worse,
however, it performs better on related pairs (0.66,0.60 compared to 0.44).

7.5 Tool performance example

This section compares the original annotation of the Student Essay Corpus essay01

(see full annotation: Appendix A) with the predicted annotation using the previously
described tool (see full annotation: Appendix B).

It is important to note that the proposition type classification and relation detection
samples required to build the annotation file might be in the training dataset of the
corresponding models.

Figure 7.1 represents a relation graph of the annotation files. The boxes (nodes)
are the propositions of the argument and the edges are the connections between the
propositions. The text of every box contains the proposition’s ID in the two argumen-
tation annotation file, first the original than the predicted. The original annotation uses
directed connections, therefore the corresponding edges in the figure are arrows point-
ing to the supported (attacked) proposition’s direction. The edges of the prediction are
non-directed, thus the edges are just lines. The nodes are organised in a hierarchical
view: the conclusion is on the top (T2/T4) and every other proposition is under it’s
supported the (attacked) proposition.

In this example, the ’sentence as a proposition’ concept generates fits relatively
well. There are no sentences with multiple propositions and only three additional
sentences. One of them is the title of the essay (-/T0).

The proposition type classification correctly identifies ten out of fourteen proposi-
tions. It classifies the conclusion (major claim) as a claim. There is three other mis-
labelled proposition. The non-proposition sentence is classified as claims. In Figure
7.1, the correctly labelled propositions are shown in green colour and the mislabelled
propositions in red.

The relation detection method’s performance is less promising. In Figure 7.1, the

1This training used rmsprop optimizer instead of adam
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correctly detected relations are green. There are four of them: T1/T1-T2/T4, T4/T5-
T2/T4, T3/T2-T1/T1 and T10/T11-T13/T15. If we do not count the non-proposition
sentences’ edges, there are nine missing connection labelled with blue and nine ad-
ditional connection coloured with red. The number of correctly non-connected pairs
are

(14
2

)
− edges = 91− (4+ 9+ 9) = 69. The F1 score of this related / non-related

classification performance is 0.31.
All the relations in the prediction annotation file are marked as Default Inference

(support). There are two attacks in the original file: T1-T2 and T8-T2.
Interestingly, the title sentence is connected to every other sentence except 3.
Observing the figure, we can notice that there are relatively more edges on the left

side of the image. Because the propositions are organised to be sorted from left to
right, it means that there is a correlation between the propositions position in the text
and the likeliness of the predicted edges. The non-proposition sentence (-/T12) seems
to be an exception to this rule.
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Figure 7.1: Relation graph of the original and the predicted annotation
Proposition types: correct (green): 10, incorrect (red): 4

Relations: TP (green): 4, FN (blue): 9, FP (red): 9, TN (white): 69
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Analysis

This experiment provided a new algorithm for argumentation mining tasks. The re-
sults of the relation detection classification problem demonstrated that this is an im-
provement compared to previous studies [SG17, Mil17]. However, the performance
observed in the argument structure type classification is far below those achieved by
Stab and Gurevych [SG17].

8.1 Data balance

Regarding the SVM model of Stab and Gurevych [SG17] and the ArguE model of
Milz [Mil17], we can see that the F1 score of the different classes may vary (see Table
7.2, 7.3 and 7.7). Investigating the corpus data distribution, we can conclude that there
is a correlation between the data balance and the performance of the model. It is a
reasonable explanation to assume that the model performs worse on classes that have a
fewer number of samples in the dataset because it is trained on the relatively less than
the ones supported with more samples.

The performance of this experiment’s models confirms that using a balanced dataset
affects the scores in a way that the more the dataset is balanced, the more the consis-
tency of the model’s performance on different classes. Both the relation detection
experiment using the balanced dataset of the Student Essays Corpus [SG17], and the
proposition type classification using the balanced Unified Corpus supports this conclu-
sion.

However, both experiments showed that regarding the overall performance of the
model, using a balanced dataset may not be a better solution. The balanced and the un-
balanced dataset in the relation detection experiment (see 7.2) scored the same average

72
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F1 score of 0.76.

Therefore, it is an open question to decide the balance of the dataset to train the
networks on. If one wants a model that is equally reliable on every class of the data,
one must choose a balanced dataset. If the user expects that the real-life application
may have the same data distribution as the dataset the model is trained on, it is possible
to train on an unbalanced dataset and expect equally good results.

8.2 Supporting features

This combination of findings provides some support for the conceptual premise that
the location of an argument proposition has a relatively large impact when it comes
to determining the proposition’s role in a persuasive essay. The models without the
supporting features of the full textual information, such as the position of the proposi-
tion, the distance between the proposition pairs, has just 0.02 better F1 score than the
heuristic baseline depending only on the propositions’ position in the text.

It can, therefore, be assumed that the importance of the full textual information is
necessary to store for structured argumentation such as persuasive essays to create a
well-performing argumentation mining model.

The results of the relation detection experiment summarised in Table 7.2 shows that
embedding vectors such as BERT are important tools to build argumentation mining
models. The model using only the BERT sentence-level embedding vectors of the
proposition pairs achieved a 0.64 F1 score, 0.18 above the majority baseline and only
0.02 below the heuristic baseline. The Transfer Learning model using BERT shows
promising results as well. Therefore, we can conclude that transformers are the next
step to understand argumentation mining.

The experiments showed that the sentence-level embedding vectors are enough for
a cross-sentence task (relation detection), however, they are not as satisfying for a one-
sentence task (proposition type classification) as the token-level features of previous
works.

8.3 General Argumentation Mining models

In the previous section, the importance of the positions of the argument parts in a
persuasive essay is concluded. However, the Araucaria database consists rather of
unstructured argumentation from web forums [RPR+08].
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To achieve a general argumentation mining discipline, we have to build models that
perform as well on a structured argumentation as on an unstructured argumentation.
Therefore, the experiment summarised in Table 7.9 was developed to investigate how
well this current argumentation mining model can perform in a general task.

To observe these results, the performance of the SL merged model can be viewed as
an upper bound. It is the performance of the feed-forward model containing Sentence-
Level embedding vectors that has information about both databases in the training
phase of the experiment. In the meantime, SL general A and SL general B models con-
tain information of a single data corpus each. The results of the experiment show that
there is no significant difference between the performance of A and B (both achieved
near an average F1 score of 0.60). However, the generalisation of the model is far
from the ideal as the ideal performance of the merged model achieved a 0.72 average
F1 score, 0.12 above the separately trained models.
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Future work

There are still many unanswered questions about the features of a good argumentation
mining model, but these experiments showed that further argumentation mining corpus
building work is required to include the whole text of the argumentation.

Despite these promising results of this experiment, general argumentation mining
remains only a goal. However, this work showed that using a unified corpus format,
the different argumentation mining corpora can be used together, but the hope for a
model that can perform well in future corpora is still unanswered.

The experiment showed that the recent development of pre-trained language mod-
els can impact the field of argumentation mining as well as any other field of natural
language processing. Despite the great results, the relation detection problem is only
one of the many subtasks of argumentation mining, therefore there is abundant room
for further progress in determining whether the transfer learning is a viable method to
solve argumentation mining problems.

There are multiple possible next steps regarding the tool. First of all, an intelligent
argument proposition detector is needed for the pipeline. Secondly, the Argument The-
ories used to built the annotations have restrictions. Some of these restrictions in the
theory used in the building of the Student Essay Corpus: 1) there are only one conclu-
sion proposition, 2) the chain of propositions is: conclusion-claim-premise-premise...,
3) the relation graph is a tree. Further research should be undertaken to investigate the
possible implementation of these restrictions.

To develop a full picture of argumentation mining, additional studies will be needed
that focus on the high-level argumentation structures. The promising results of these
classification problems make us hopeful that general argumentation mining is achiev-
able, but several more complex questions remain unanswered at present.
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Chapter 10

Conclusion

This study set out to investigate the possibilities of argumentation mining and to anal-
yse the effects of the current development of pre-trained language models regarding
argumentation mining problems. The essay has discussed the reasons for a unified
corpus format and demonstrated the use of an existing unified corpus. This project
was undertaken to design argument mining classifiers and evaluate their performance
compared to the existing state-of-the-art.

This study has shown that the full textual context of the arguments can improve the
performance of the argumentation mining model (0.08 F1 score improvement). This
research has also confirmed that transfer learning using pre-trained language models
can be effective in argumentation mining tasks (0.77 F1 score in the argument relation
classification problem). The relevance of a unified corpus format regarding a general
argumentation mining model is supported by the current findings. The model trained
on a merged unified corpus performed almost as good as the one trained on the specific
task (0.72 F1 score compared to 0.76), suggesting that the model described in the
experiment is effective to solve argumentation mining problems using merged unified
corpora.

Being limited to argument proposition type classification and argument relation
classification, this study lacks the necessary steps of a full argumentation mining
model. The major limitation to achieving a full pipeline is that this experiment’s mod-
els are relying on a third party argument component identification. Also, the experi-
ment is limited to low-level argumentation tasks.

Despite the statement of the importance of the full text, the tool included in this
experiment only rely on the argument proposition features.
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The study was limited by the absence of a proper machine built to test large lan-
guage model fine-tuning, therefore the transfer learning investigations are limited to
only a few tests and future research is required for a better understanding of the possi-
bilities and limitations of the technique regarding argumentation mining.

The information provided by this study can be used to develop more general, more
accurate argumentation mining models.
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Appendix A

Student Essay Annotation: Original

<Annotation corpus="brat-project">

<Proposition id="T2">

<ADU type="conclusion"/>

<text>we should attach more importance to cooperation</text>

<TextPosition start="503" end="550"/>

</Proposition>

<Proposition id="T1">

<ADU type="claim"/>

<text>competition can effectively promote the development of

economy</text>

<TextPosition start="78" end="140"/>

<Relation relationID="RT1T2" type="Default Conflict" typeBinary

="1" partnerID="T2"/>

<Relation relationID="T2Default Conflict" type="Default

Conflict" typeBinary="1" partnerID="T2"/>

</Proposition>

<Proposition id="T3">

<ADU type="premise"/>

<text>In order to survive in the competition, companies

continue to improve their products and service, and as a

result, the whole society prospers</text>

<TextPosition start="142" end="283"/>

<Relation relationID="T1Default Inference" type="Default

Inference" typeBinary="0" partnerID="T1"/>
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</Proposition>

<Proposition id="T4">

<ADU type="claim"/>

<text>through cooperation, children can learn about

interpersonal skills which are significant in the future

life of all students</text>

<TextPosition start="591" end="714"/>

<Relation relationID="RT4-T2" type="Default Inference"

typeBinary="0" partnerID="T2"/>

<Relation relationID="T2Default Inference" type="Default

Inference" typeBinary="0" partnerID="T2"/>

</Proposition>

<Proposition id="T5">

<ADU type="premise"/>

<text>What we acquired from team work is not only how to

achieve the same goal with others but more importantly, how

to get along with others</text>

<TextPosition start="716" end="851"/>

<Relation relationID="T4Default Inference" type="Default

Inference" typeBinary="0" partnerID="T4"/>

</Proposition>

<Proposition id="T6">

<ADU type="premise"/>

<text>During the process of cooperation, children can learn

about how to listen to opinions of others, how to

communicate with others, how to think comprehensively, and

even how to compromise with other team members when

conflicts occurred</text>

<TextPosition start="853" end="1086"/>

<Relation relationID="T4Default Inference" type="Default

Inference" typeBinary="0" partnerID="T4"/>

</Proposition>

<Proposition id="T7">

<ADU type="premise"/>
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<text>All of these skills help them to get on well with other

people and will benefit them for the whole life</text>

<TextPosition start="1088" end="1191"/>

<Relation relationID="T4Default Inference" type="Default

Inference" typeBinary="0" partnerID="T4"/>

</Proposition>

<Proposition id="T8">

<ADU type="claim"/>

<text>competition makes the society more effective</text>

<TextPosition start="1332" end="1376"/>

<Relation relationID="RT8T2" type="Default Conflict" typeBinary

="1" partnerID="T2"/>

<Relation relationID="T2Default Conflict" type="Default

Conflict" typeBinary="1" partnerID="T2"/>

</Proposition>

<Proposition id="T9">

<ADU type="premise"/>

<text>the significance of competition is that how to become

more excellence to gain the victory</text>

<TextPosition start="1212" end="1301"/>

<Relation relationID="T8Default Inference" type="Default

Inference" typeBinary="0" partnerID="T8"/>

</Proposition>

<Proposition id="T10">

<ADU type="premise"/>

<text>when we consider about the question that how to win the

game, we always find that we need the cooperation</text>

<TextPosition start="1387" end="1492"/>

<Relation relationID="T13Default Inference" type="Default

Inference" typeBinary="0" partnerID="T13"/>

</Proposition>

<Proposition id="T11">

<ADU type="premise"/>
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<text>Take Olympic games which is a form of competition for

instance, it is hard to imagine how an athlete could win the

game without the training of his or her coach, and the help

of other professional staffs such as the people who take

care of his diet, and those who are in charge of the medical

care</text>

<TextPosition start="1549" end="1846"/>

<Relation relationID="T12Default Inference" type="Default

Inference" typeBinary="0" partnerID="T12"/>

</Proposition>

<Proposition id="T12">

<ADU type="premise"/>

<text>The winner is the athlete but the success belongs to the

whole team</text>

<TextPosition start="1848" end="1915"/>

<Relation relationID="T13Default Inference" type="Default

Inference" typeBinary="0" partnerID="T13"/>

</Proposition>

<Proposition id="T13">

<ADU type="claim"/>

<text>without the cooperation, there would be no victory of

competition</text>

<TextPosition start="1927" end="1992"/>

<Relation relationID="RT13-T2" type="Default Inference"

typeBinary="0" partnerID="T2"/>

<Relation relationID="T2Default Inference" type="Default

Inference" typeBinary="0" partnerID="T2"/>

</Proposition>

<Proposition id="T14">

<ADU type="claim"/>

<text>a more cooperative attitudes towards life is more

profitable in one’s success</text>

<TextPosition start="2154" end="2231"/>

<Relation relationID="RT14-T2" type="Default Inference"

typeBinary="0" partnerID="T2"/>
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<Relation relationID="T2Default Inference" type="Default

Inference" typeBinary="0" partnerID="T2"/>

</Proposition>

<OriginalText>Should students be taught to compete or to

cooperate?

It is always said that competition can effectively promote the

development of economy. In order to survive in the competition,

companies continue to improve their products and service, and as

a result, the whole society prospers. However, when we discuss

the issue of competition or cooperation, what we are concerned

about is not the whole society, but the development of an

individual’s whole life. From this point of view, I firmly

believe that we should attach more importance to cooperation

during primary education.

First of all, through cooperation, children can learn about

interpersonal skills which are significant in the future life of

all students. What we acquired from team work is not only how

to achieve the same goal with others but more importantly, how

to get along with others. During the process of cooperation,

children can learn about how to listen to opinions of others,

how to communicate with others, how to think comprehensively,

and even how to compromise with other team members when

conflicts occurred. All of these skills help them to get on well

with other people and will benefit them for the whole life.
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On the other hand, the significance of competition is that how to

become more excellence to gain the victory. Hence it is always

said that competition makes the society more effective. However,

when we consider about the question that how to win the game,

we always find that we need the cooperation. The greater our

goal is, the more competition we need. Take Olympic games which

is a form of competition for instance, it is hard to imagine how

an athlete could win the game without the training of his or

her coach, and the help of other professional staffs such as the

people who take care of his diet, and those who are in charge

of the medical care. The winner is the athlete but the success

belongs to the whole team. Therefore without the cooperation,

there would be no victory of competition.

Consequently, no matter from the view of individual development or

the relationship between competition and cooperation we can

receive the same conclusion that a more cooperative attitudes

towards life is more profitable in one’s success.</OriginalText>

</Annotation>
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Student Essay Annotation: Prediction

<Annotation corpus="brat-project">

<Proposition id="T0">

<ADU type="claim" confidence="0.70752794"/>

<text>Should students be taught to compete or to cooperate?</

text>

<TextPosition start="0" end="52"/>

<Relation relationID="RT0-T1" type="Default Inference"

confidence="0.6742419" typeBinary="0" partnerID="T1"/>

<Relation relationID="RT0-T2" type="Default Inference"

confidence="0.5457543" typeBinary="0" partnerID="T2"/>

<Relation relationID="RT0-T3" type="Default Inference"

confidence="0.82408696" typeBinary="0" partnerID="T3"/>

<Relation relationID="RT0-T4" type="Default Inference"

confidence="0.64171195" typeBinary="0" partnerID="T4"/>

<Relation relationID="RT0-T5" type="Default Inference"

confidence="0.82201535" typeBinary="0" partnerID="T5"/>

<Relation relationID="RT0-T6" type="Default Inference"

confidence="0.7917588" typeBinary="0" partnerID="T6"/>

<Relation relationID="RT0-T7" type="Default Inference"

confidence="0.7821401" typeBinary="0" partnerID="T7"/>

<Relation relationID="RT0-T8" type="Default Inference"

confidence="0.75868577" typeBinary="0" partnerID="T8"/>

<Relation relationID="RT0-T9" type="Default Inference"

confidence="0.6491749" typeBinary="0" partnerID="T9"/>
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<Relation relationID="RT0-T10" type="Default Inference"

confidence="0.7542227" typeBinary="0" partnerID="T10"/>

<Relation relationID="RT0-T12" type="Default Inference"

confidence="0.6366765" typeBinary="0" partnerID="T12"/>

<Relation relationID="RT0-T14" type="Default Inference"

confidence="0.74888575" typeBinary="0" partnerID="T14"/>

<Relation relationID="RT0-T15" type="Default Inference"

confidence="0.6513359" typeBinary="0" partnerID="T15"/>

</Proposition>

<Proposition id="T1">

<ADU type="claim" confidence="0.6714652"/>

<text>It is always said that competition can effectively

promote the development of economy.</text>

<TextPosition start="55" end="140"/>

<Relation relationID="RT1-T2" type="Default Inference"

confidence="0.49492022" typeBinary="0" partnerID="T2"/>

<Relation relationID="RT1-T4" type="Default Inference"

confidence="0.6072445" typeBinary="0" partnerID="T4"/>

<Relation relationID="RT1-T5" type="Default Inference"

confidence="0.58558154" typeBinary="0" partnerID="T5"/>

</Proposition>

<Proposition id="T2">

<ADU type="premise" confidence="0.57934546"/>

<text>In order to survive in the competition, companies

continue to improve their products and service, and as a

result, the whole society prospers.</text>

<TextPosition start="142" end="283"/>

<Relation relationID="RT2-T9" type="Default Inference"

confidence="0.56399" typeBinary="0" partnerID="T9"/>

<Relation relationID="RT2-T12" type="Default Inference"

confidence="0.51818097" typeBinary="0" partnerID="T12"/>

</Proposition>

<Proposition id="T3">

<ADU type="claim" confidence="0.5139293"/>
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<text>However, when we discuss the issue of competition or

cooperation, what we are concerned about is not the whole

society, but the development of an individual’s whole life.<

/text>

<TextPosition start="285" end="454"/>

<Relation relationID="RT3-T5" type="Default Inference"

confidence="0.72832954" typeBinary="0" partnerID="T5"/>

<Relation relationID="RT3-T7" type="Default Inference"

confidence="0.5502592" typeBinary="0" partnerID="T7"/>

<Relation relationID="RT3-T8" type="Default Inference"

confidence="0.51797146" typeBinary="0" partnerID="T8"/>

<Relation relationID="RT3-T15" type="Default Inference"

confidence="0.50491124" typeBinary="0" partnerID="T15"/>

</Proposition>

<Proposition id="T4">

<ADU type="claim" confidence="0.6329969"/>

<text>From this point of view, I firmly believe that we should

attach more importance to cooperation during primary

education.</text>

<TextPosition start="456" end="575"/>

<Relation relationID="RT4-T5" type="Default Inference"

confidence="0.5986914" typeBinary="0" partnerID="T5"/>

<Relation relationID="RT4-T6" type="Default Inference"

confidence="0.5261127" typeBinary="0" partnerID="T6"/>

<Relation relationID="RT4-T12" type="Default Inference"

confidence="0.4926278" typeBinary="0" partnerID="T12"/>

</Proposition>

<Proposition id="T5">

<ADU type="premise" confidence="0.59917516"/>

<text>First of all, through cooperation, children can learn

about interpersonal skills which are significant in the

future life of all students.</text>

<TextPosition start="577" end="714"/>

</Proposition>

<Proposition id="T6">
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<ADU type="premise" confidence="0.43773472"/>

<text>What we acquired from team work is not only how to

achieve the same goal with others but more importantly, how

to get along with others.</text>

<TextPosition start="716" end="851"/>

</Proposition>

<Proposition id="T7">

<ADU type="premise" confidence="0.73656386"/>

<text>During the process of cooperation, children can learn

about how to listen to opinions of others, how to

communicate with others, how to think comprehensively, and

even how to compromise with other team members when

conflicts occurred.</text>

<TextPosition start="853" end="1086"/>

</Proposition>

<Proposition id="T8">

<ADU type="premise" confidence="0.64947534"/>

<text>All of these skills help them to get on well with other

people and will benefit them for the whole life.</text>

<TextPosition start="1088" end="1191"/>

</Proposition>

<Proposition id="T9">

<ADU type="claim" confidence="0.59651214"/>

<text>On the other hand, the significance of competition is

that how to become more excellence to gain the victory.</

text>

<TextPosition start="1193" end="1301"/>

</Proposition>

<Proposition id="T10">

<ADU type="claim" confidence="0.75686955"/>

<text>Hence it is always said that competition makes the

society more effective.</text>

<TextPosition start="1303" end="1376"/>

</Proposition>

<Proposition id="T11">
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<ADU type="claim" confidence="0.56730825"/>

<text>However, when we consider about the question that how to

win the game, we always find that we need the cooperation.</

text>

<TextPosition start="1378" end="1492"/>

<Relation relationID="RT11-T15" type="Default Inference"

confidence="0.45236707" typeBinary="0" partnerID="T15"/>

</Proposition>

<Proposition id="T12">

<ADU type="claim" confidence="0.51830024"/>

<text>The greater our goal is, the more competition we need.</

text>

<TextPosition start="1494" end="1547"/>

</Proposition>

<Proposition id="T13">

<ADU type="premise" confidence="0.50758696"/>

<text>Take Olympic games which is a form of competition for

instance, it is hard to imagine how an athlete could win the

game without the training of his or her coach, and the help

of other professional staffs such as the people who take

care of his diet, and those who are in charge of the medical

care.</text>

<TextPosition start="1549" end="1846"/>

</Proposition>

<Proposition id="T14">

<ADU type="premise" confidence="0.5804807"/>

<text>The winner is the athlete but the success belongs to the

whole team.</text>

<TextPosition start="1848" end="1915"/>

</Proposition>

<Proposition id="T15">

<ADU type="claim" confidence="0.5888416"/>

<text>Therefore without the cooperation, there would be no

victory of competition.</text>

<TextPosition start="1917" end="1992"/>
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</Proposition>

<Proposition id="T16">

<ADU type="claim" confidence="0.52110475"/>

<text>Consequently, no matter from the view of individual

development or the relationship between competition and

cooperation we can receive the same conclusion that a more

cooperative attitudes towards life is more profitable in one

’s success.</text>

<TextPosition start="1994" end="2231"/>

</Proposition>

<OriginalText>Should students be taught to compete or to

cooperate?

It is always said that competition can effectively promote the

development of economy. In order to survive in the competition,

companies continue to improve their products and service, and as

a result, the whole society prospers. However, when we discuss

the issue of competition or cooperation, what we are concerned

about is not the whole society, but the development of an

individual’s whole life. From this point of view, I firmly

believe that we should attach more importance to cooperation

during primary education.

First of all, through cooperation, children can learn about

interpersonal skills which are significant in the future life of

all students. What we acquired from team work is not only how

to achieve the same goal with others but more importantly, how

to get along with others. During the process of cooperation,

children can learn about how to listen to opinions of others,

how to communicate with others, how to think comprehensively,

and even how to compromise with other team members when

conflicts occurred. All of these skills help them to get on well

with other people and will benefit them for the whole life.
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On the other hand, the significance of competition is that how to

become more excellence to gain the victory. Hence it is always

said that competition makes the society more effective. However,

when we consider about the question that how to win the game,

we always find that we need the cooperation. The greater our

goal is, the more competition we need. Take Olympic games which

is a form of competition for instance, it is hard to imagine how

an athlete could win the game without the training of his or

her coach, and the help of other professional staffs such as the

people who take care of his diet, and those who are in charge

of the medical care. The winner is the athlete but the success

belongs to the whole team. Therefore without the cooperation,

there would be no victory of competition.

Consequently, no matter from the view of individual development or

the relationship between competition and cooperation we can

receive the same conclusion that a more cooperative attitudes

towards life is more profitable in one’s success.</OriginalText>

</Annotation>
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